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ABSTRACT

This thesis develops decision logic for the employment
of chemical artillery munitions for use in the U.S. Army's
Vector-in-Commander (VIC) Combat Simulation. There are
three parts to this thesis. The first part uses VIC's
“current state" decision methodology to produce an
immediately usable improvement to VIC. This part can be
used to write the code necessary for incorporation into VIC.
The second part uses the “future state" Generalized Value
System (GVS) decision methodology. The third part is a
stand alone document which identifies, explaina, and
contrasts the theoretical "underpinnings" of the VIC

decision methodology and the GVS decision methodology.
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I. INTRODUCTION

A. PURPOSE

The purpose of this thesis is to improve the
representation of chemical warfare in the U.S. Army's
Vector-in-Commander (VIC) Combat Simulation. Pursuant to
that aim, a chemical operations modeling overview was
conducted to identify thesis candidate areas. The results
of that overview are presented in Figure I-1. The candidate
area advanced by this thesis is the model development of
decision logic for the employment of chemical artillery
munitions.

This effort uses two methodologies previously explored
in theses at the Naval Postgraduate School. PFirst, the
Generalized Value System (GVS) developed by Kilmer (Ref. 1)
provided a basis for determining the value or worth of .
entities on the battlefield, Second, thes Planning Process
by Fletcher [Ref. 2] demonstrated the use of GVS for making

tactical decisions.

B. GOALS

This thesis has three goals. The first goal is an
immediately usable improvement to VIC in the form of a
product which the “model owner", U.S. Army TRADOC Analysis
Command--White Sands Missile Range (TRAC-WSNR), can use to
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write the code necessary for incorporation into VIC.

Chapter III addresses this first goal. The second goal is
to illustrate how GVS can be used for making artillery
munition decisions within VIC. This second goal stems from
the current consideration being given to incorporating GVS
into VIC. Chapter IV addresses this second goal. The third
goal is to produce a stand alone document which identifies,
explains, and contrasts the theoretical "“underpinnings" of
the Vector-In-Commander (VIC) decision meﬁhodology and the
Generalized Value System (GVS) decision methodology.

Appendix A addreasses this third and last goal.

C. PROCBDURBS FOR ACHIERVING GOALS

VIC decision methodology is an example of “current
state decision making“. Current state decision making is
used in almost all combat models. Decisions made by the
model are based on the situation when the decision is made.
No attempt is made to predict future conditions. Since VIC
is designed to have its decision logic expanded as required,
the procedures for achieving the first goal of this thesis
will follow those described in the Vector-In-Commander (VIC)

Combat Simulation DATA INPUT AND WETHODOLOGY MANUAL (Ref.
3. |

In contrast, the GVS decision methodology is “future
state decision making”. This methodology is being developed
as part of the Air Land Advanced Research Nodel (ALARM) at




the Naval Postgraduate Schosl (NPS) (Ref. 1 & 2]. Each
decision made by a GVS model is based on the predicted
results of the available courses of action, not on the
situation at the time the decision is made. The procedure
for illustrating GVS's applicability for making artillery
nunition decisions will involve adapting the GVS methodology
developed by Kilmer [Ref. 1] and used by Fletcher [Ref. 2].

D. SCOPE

The decision logic for the emplcyment of chemical
artillery munitions is interrelated with the nore general
question of decision logic for artillery munitions as a
whole. For this reason, where possible, the overall acope
of this thesis addresses the decision logic for those
artillery munitions explicitly represented in VIC. _

The scope of the VIC improvement goal within this thesis
is limited to a generic decision logic applicable to both
Red and Blue forces. It is anticipated that the differences
in Red force doctrine will eventually cause separate Blue
and Red decision logic to be developed.

The scove of the GVS methodology demonstration goal
includss both Red and Blue forces. Separate treatment is
not required.

The scope of the thecoretical “und»pinnings” goal covers
Game Theory. Multiattribute Decision Theory, Utility Theory,

and Forcasting Theory.




II. BACKGROUND

A. CHEMICAL WEAPONS AND EFFECTS MODELING

The United States' unilateral national policy concerning
chemical weapons is “nc first use®. When that policy went
into effect, chemical weapons had not been used to any
significant degree sincu World War I. Steps were even
instigated tc disband the U.S. Army Chemical Corps.
Understandably, chemical weapons and effects modeling had a
very low priority during this time. As the military
modeling community developed lard combat models, chemical
weapons and effects were not included.

However, at about the time when the Chemical Corps
disbandment was almost complete, it was discovered that
chemical weapons were being used extensively in Southeast
Asia. Somewhat later, it was deternined that the U.S.S.R.
was using chemical weapons routinely against the
“Atghanistan rebels“. It was also determined that the
U.5.8.R force structure and doctrine in the European theater
called for the routine and massive use of chemical weapons.
This put the U.S. in a position of playing “catch up”.

Very slowly, the Chemical Corps has been, and still
continues to be, rebuilt. Doctrine on chemiceal operstions
has been in a continual state of change as the threat was

balanced against the U.S. capabilities and weakneases.




However, even as this “catch up" progressed, very little was
done to update land combat models to include chemical
weapons and effects.

This serious shortcoming still persists today. There is
currently no model which can simulate force on force
engagements with a realistic portrayal of chemical weapons
and effects. Without such a model, the Army's ability to
evaluate the impact of doctrine and chemical equipment

changes is dangerously limited.

B. VIC
1. Genersl
The Army Model Improvement Program (AMIP) consistcs
of & get of combat models which the Army is committed to
naintaining and improving. This set consists of a complete
hierarchy of combat models from the very high resolution
level to the véry agygregated level. BEach succeedingly more
agygregated level in the hierarchy is "fed® data by the less
aggregated-liigher resolution model below it. The importance
of VIC lies in its unique position as the corps level model
in the AMIP. As such, VIC is the feeder model for FORCEN,
FORCEN being the theater level model in the AMIF.
The following is a brief description of VIC from the
VIC Bxecutive Summary (Ref. 4:p. 1]:
The Vector-in-Commander (VIC) model is a two-sided

deterministic simulation of combat in a combined arms
environment representing land and air forces at the US




Army corps level with a commensurate enemy force in a
mid-intensity battle. The model is designed to provide
a balanced representation of major force 2lements in a
tactical campaign of a US Army corps operating in the
field in a theater of operations.

VIC became the subject of this thesis because its
chemical module has long been identified as requiring the
attention of analysts who are also specialists in chemical
operations. Rowever, VIC consists of approximately 1
million bytes of computer c¢ode (in Simscript 1I.5, which is
not normally taught or used at NPS) and nearly 12 million
bytes of data. This large a learning curve prohibits changes
to VIC to occur within the scope of a single thesis.

2. Decision Methodology

VIC uses a decision table structure for making
internal (i.e., "no man in the loop") decisions as a
scenario proceeds. This structure is a set of conditions
and a set of actions built into a complex set of
“if...then..." statemehts in the form of a table. For

example, consider VIC Decision Table D1 [REF. 5] presented

in Figure II-1.

Dl RED FLOT RGT INACTIVE 3 2 4
- Cl9 Y Y //%*IS THIS A 18T ECH UNIT?
- C46 Yy - //**HAS SYNCH TIME AT LAST LOC BEEN MET?
- €651 0 - //**HAVE WE SIMULATED >... DAYS?
Al4 X - //**ATTACK
Alge5 X - //**ACCESS DECISION TABLE 5

Pigure II-i. VIC Decision Table D1 [REF. &)




A Red regiment on the forward line of troo»ns with an
inactive status will cause Table D1 to be accessed. The
table conditions are then examined columnwise until a column
is found that matches the current situation. The actions in
that column are then executed and the table is exited.

Specifically above, if the entity is a first echelon
last location and the model has simulated greater than 0.0
days, then the regiment's status will be changed to attack
(i.e., ordered to attack) and Decision Table D5 RED FLOT RGT
ATTACK will be accessed.

An exception to the usual column-match and exit
routine is when action A999 CONTINUL SCAN is one of the
actions in the matched column. In that case, the columnwise
tearch will continue with possibly more actions executed if
another match is made. If no column is matched, the table
is exited with no new actions initiated.

The version of VIC used for this thesis had 92
decision tables constructed from 238 conditions and 143
actions. Unfortunately for anyone attempting to “read"
these tables, the commeat lines included in the above
example are not present in the standard table listing, but
were in separate condition and action listings. This gives
the task of learning to read VIC decision tables a very long

and tedious learning curve.
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3. Chemical Representation

The chemical module currently resident in VIC is
severely limited by many serious shortcomings. The module
was authored in a span of a six week Naval Postgraduate
School "Experience Tour" as a last minute attempt to include
chemical operations in a major study then underway. The
original author, CPT John Van Grouw, despite his not being a
chemical officer, provided an excellent basic structure upon
which those who follow can build and improve.

This thesis will partially address one of VIC's
shortconings, the absence of chemical operations from the
VIC decvision logic. Currently, decision tables cannot
initiate chemical attacks nor can decision tables be
affected by chemical conditions. To realistically portray

chemical operations, this disconnect must be corrected.

C. THE GENERALIZED VALUER SYSTEM (GVS)

The GVS methodology basically consists of a way of
calculating the combined "value" of all the entities in a
gector for each side. This value is a function of the
availability of different type entities in the sector, those
entity's capabilities, their assighed missions, and their
proximity in time to performing those assigned migsions.

The sector situation is represented by a pair of “value
curves'--a Blue value-va-time curve and a Red value-vs-time

curve.




The value curves described above extend from the current
time out to the end of the commander's "decision horizon",
defined in hours according to the level of command. Within
this thesis, a combat sector is defined as "infeasible" if
the commander's value curve falls below the enemy's value
curve any time during the decision horizon. The commander's
goal is to always be feasible. Once infeasible, the
commander must compare the courses of action available to
him and decide which to implement.

In the optimal GVS decision method, the commander would
calculate a revised pair of value curves for each available
course of action. Then, using one or more measures of
rffoctivenasr, che Lsurse of action is selected for
implemeatation. If no available course of action meets the
‘selected measure 's) of effectiveress, a reguest for
additional resources is made to tha next level of command
and the process continues at that level.

Because calculating a pair of value curves for every
available course of action is vsuully computationally
prohibitive, a sub-optimal decision metanod is to compute a
pair of valua curves for N courses of action and select the
“best" by &pplying the selected measur.(s) of eflectiveress.

| Within this thesis, two measures o. effectiveaess will
be used. The first measure of effectiveness is feasibility

restoracion. That is, if by varying the time of execution,

12




a course of action cannot restore feasibility, that course
of action is eliminated. The second measure of
effectiveness is the difference between the two value curves
at the end of the decision horizon. The course of action
with the greatest difference in value at the end of the

decision horizon is the optimum course of action.

11




IR 5. o I

e e D

B o R

-

III. MUNITION SELECTION WITH VIC DECISION LOGIC

A. WORKING DEFINITIONS

The decision of when to use chemical munitions is
actually a decision of when to fire chemical munitions in
place of other munitions. It follows that any decision
apparatus which decides on chemical munition use must also
consider non-chemical munitions. Hence, discussion on the
subject must be able to distinguish differences between
various munitions. The following definitions are presented
to facilitate that discussion:

Standard effects: suppression, neutralization, and
destruction (VIC battle damage criteria) (Ref. 3:p. 4-
6], all of which are subsets of one type of effect:
attrition,

Standard munition: attrition munitions.

Special effects: an important tactical effect which
does not fit the standard effects of artillery target
damage criteria. Examples: delaying, degrading,
channelizing, and/or disrupting.

Special munition: a munition, not necessarily
limited to artillery, which produces one or more special
effects. This munition may or may not also produce
standard effects.

Munition Category: a set of munitions with similar
effect(s).

B. ANALYSIS OF CURRENT VIC ARTILLERY MODULEB
Considering the above definitions, VIC explicitly
portrays six munition categories, five of which are special

nunitions. They are:

12




- Standard munitions

- Non-persistent chemical munitions

- Persistent chemical munitions

- Smoke munitions

- Mine munitions

- Jammer munitions

The VIC Artillery Module (AT) uses fourteen data input

"segments". Each of these segments inputs the data
necessary for representing a specific aspect of the
artillery activities simulated by VIC. Of these fourteen,
the following five require consideration for the

representation of a munitions selection process:

AT-THREE-ZERO Munition Data

~ AT=-FQUR Special Munition “Mission" Data
- AT-FIVE Nunmber of Rounds to Service

- AT-SIX Preferred Munition Type

- AT-SEVEN Target Priority

These five segments have the following representation of
special munitions ([Ref. 3):
1. AT-THREE-ZERO
Types of data common to all munition types are input
in this segment. Data peculiar to special munitions are
input in their respective modules.
2. AT-FOUR
Special munitions are defined into “miasions" in
this segment: standard munitions are never defined into
missions. The main distinction defined here is which

mission type is to be used against which unit prototype.

13




3. AT-FIVE

Special munition mission types are equated with
target classes in this segment. As such, this segment
defines:

For special munitions--the number of rounds required
to service a mission type.

For standard munitions--the number of rounds
required to service a particular target class.

Since AT-FOUR defines which mission type is used
against which unit prototype, this segment does define the
number of special munition rounds required to service a
particular unit prototype.

&. AT-SIX

Special munition mission types are also equated with
target classes in this segment. As such, this segnent:

For special munitions--defines which special
munition is used for each mission type.

For standard munitions~-ranks standard munitions in
the order of preference to be used against each target
class.

The overall purpose of this segment is munition
choice given target class. Since mission types are squated
with target classes, there is no attempt to model ths choice

betwean standard and special munitions.

14




5. AT-SEVEN

Special munition mission types are equated with unit
prototypes in this segment. Thus, special munition mission
types are prioritized with (i.e., compete against) unit
prototypes for the priority of engagement as determined in a
firing unit's target list. In other words, the fact that it
is a particular special munition mission, not what the
target is or the effect on that target, is the criteria by
which all artillery units prioritize their target lists when

dealing with special munitions.

C. PROBLEMS IN THE CURRENT VIC ARTILLERY MODULE

The preceding discussion illustrates two major
shortcomings. The first is a model structure that does mnot
explicitly choose between special munitions and standard
munitions. The second is a model structure which
prioritizes target lists by munition type for special
munitions on one hand and by target class for standard
munitions on the other. On the battlefield, target nriority
is a function of target importance (i.e., target class); it
is not a function of the munition type as is used with

special munitions.

D. CHAKGES TO THE CURRENT VIC ARTILLERY MODULE
Because of the way segments AT-THREE through AT-SBVEN

build upon each other, changes must start at AT-THREE and be

15




carried through AT-SEVEN. The required changes are treated
in two parts. First, they are identified and discussed in
the following section under the heading of General Changes.
Second, the explicit details of what, where, and how to
effect the changes are covered under the heading of Detailed
Changes. As discussed in the introduction, the level of
detail does not include computer code changes. It is
intended that the level of detail given will be sufficient
to enable a VIC programmer to make the necessary computer

code changes.

1. General Changes
a. AT-THREB-ZERO
Add "MUNITION CATEGORY" as an input for each
munition type, so that segment AT-SIX can rank munitions
within the same category.
b. AT-FPOUR
Remove the "mission™ concept and convert all
data to munition data. The use of special munition nissions
is a complication detrimental to modeling the choice between
munition categories.
c. AT-FIVE
With AT-FOUR changed as indicated above and
missions no longer in use, this segment will take on the
same meaning for both special and standard munitions (i.e.,

the number of rounds to service a particular target claas).

16




d. AT-SIX

The choice between standard and special
munitions cannot be made by the method currently used with
standard runitions (i.e., a simple rank ordering of special
and standard munitions together for each target class).

This would be equivalent to ranking "apples and oranges".
This would also result in special munitions being selected
only when higher ranked munitions could not be used.

However, ranking munitions which have similar
effects (i.e., within munition categories) is reasonable.
Standard munitions attrite the target and can be ranked by
which provides the greater attrition level. The same
applies to each of the other munition categories. To effect
this change, this segment should input the “within munition
category" rankings for each target unit prototype.

Given this "within munition category” ranking, a
method is needed by which VIC can model the choice between
categories. Within VIC, the logical choice is to modify
current decision tables and/or develop new decision table(s)
which decide munition category based on the tactical
situation. This will correct the first major shortcoming
discussed earlier.

£f. AT-SRVEN
With the changes listed above implemented, this

segment should now prioritize target lists strictly on the

17




basis of target unit prototypes. This result corrects the

second major shortcoming discussed earlier.

2. Detailed Changes

Some of following change descriptions include
definitions, wordage, and format found in the Vector-In-
Commander (VIC) Combat Simulation DATA INPUT AND METHODOLOGY
MANUAL [Ref. 3]. Quotes and offset are purposely not used
because they disrupt the flow of presentation and
understanding.

8. AT-THREE

Add CATEGORY OF MUNITION (after “NAME OF

MUNITION"). This value categorizes each munition by it's
effects. The following represents the key for the

categories considered by this thesis:

e Standard munitions

1 Non-persistent chemical munitions
2 Persistent chemical munitions

3 Smoke munitions

4 Mine munitions

5 Jammer munitions

b. AT-FOUR

First, redefine “mission" to mean any artillery
fire mission (i.e., the servicing of one target during an
artillery allocation cycle). Using thia definition, this

segment should input the following:
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NUMBER OF SPECIAL MUNITION TYPES--The number of
artillery special munition types.

(iterate for each special munition type)

NAME OF SPECIAL MUNITION--A short name to
identify the munition/ordnance used in the database. This
name must match the name in AT-THREE~-ZERO, in the respective
special munition module, and in logistics mondule (if |
logistics is being played).

ENEMY OFFSET--Distance, from the front of the
target unit's leading elements to the mission's aim point.
If this is a chemical munition (category 1 or 2), this is
the distance from the target's center of mass to the
mission's aim point. A “tie-in® with wind direction should
eventually be included in this offset distance.

FRIENDLY OFFSET-~This is the same as ENEMY
OFFSET, but is measured from the frisndly unit's leading
elements. |

MISSION WINDOW FOR OFFENSIVE USE OF THIS
HUNITION--1f the using side is on the offensive and if their
artillery cannot get the mission delivered by the tinme this
window time has passed, the misgion will be dropped.

MISSION WINDOW FOR DEFENSIVE USE OF THIS
NUNITION--This is the same as NISSION WINDOW FOR OFFENSIVE
USE OF THIS MUNITION, except that it applies when the using

side is on the defense.




The iteration on GROUND UNIT PROTOTYPE, as the
current segment requires, is no longer needed in this
segment. The decision of which category of munition, and of
which munition within that cetegory, is decided using
segment AT-SIX inputs and the decision tables.

C. AT-FIVE

No format changes are required, but the number
of special munitions rounds reqQuired to service each target
class is needed. Generating this database is beyond the
scope of this thesis.

4. AT-SIX

First, an “AT-SIX" segment for each munition
category is needed to preference rank munitions within their
respactive categories. The format currently used in AT-SIX
requires no changes. The following segmenis would suffice

for tha categories being considered by this thesis:

AT~SIX~ZERO Standard munitions

AT-SIX-ONE Non-persistent chemical munitions
AT~-SIX-TWO Persistent chemical munitions
AT-SIX~THREE Smoke munitions

AT=-SIX~FOUR Mine munitions

AT-SIX~FIVE Jammer munitions

Next, with all wmunitions separated into
categories and preference ranked within those categories,
the choice of munition is required (i.e., which category
should service different tactical situations). To do this
requires modification of the current decision tables and/or

the development of new decision tablel(s).
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(1) Decision Table Modification Candidates.

Decision Tables deemed likely modification candidates are
listed in TABLE IiI-1. Candidates were selected hv
including all tables which curre;tiy cause at least one
special munition to be requested. Added to this list were
any remaining tables that appeared to play a direct role in
combat operations. In all, 35 decision tables were
selected.
Actions. Examination of the current 238 conditions revealed
that there are no conditions directly related to special
munitions. Examination of the current 143 actions found the
following actions directly related to special munitions:

AB54 Reques: Smoke for self screening

A55 Requeszt Smoke for enemy screening

A56 Regquest FASC2M Zor self protection

A57 Request FASCAM for enemy blocking

A58 Request FASCAM for reinforcement blocking

The existence of acticns requesting smoke

and FASCAM caused two modeling options to become apparent.
One option was to maintain the current structure end create
actions for chemical and jammer munitions similar to those
for smoke and FASCAM, inserting these actions into the
relevan: decision tables. The second option wap to c¢reate
an action which accesses a specaal munition decision table

when conditions indicate a special munition might be
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TABLE III-1. DECISIUN TABLE MODIFICATION CANDIDATES

Taple § Tabie Title Action § Action Title

D1 RED FLOT RET INACTIVE

17] RED FLOT RGT DEFEND SHOKE FOR SELF SCREENING
17} RED FLOT RGT DEFEND SHOKE FOR ENEMY SCREENING
2 JED FLOT RGT NITHORANING SHOKE FOR SELF SCREENING
™ RED FLOT RGT PURSUE FASCAM FOR ENEMY BLOCKING
(i\] RED FLOT ROT ATTACK

1Y) 82D FLOT RGT HOVE TO CONTACT SAXE FOR EXEMY SCREENING

SWKE FOR SELF SCREENING
SNOKE FOR ENEMY SCREENING

02,5 RED FLOT RGY HASTY QEFEND
07.5  RED FLOT RGT HASTY DEFEND
' RED FLOT REGT ASSWLT

01 ] RED FLOT AOVANCE GUARD

NOE

AS

AS5

S

AS?

NONE

ASS

e

ASS

NN

E
DIL S N0 ECh RGT OF ANY DIV ASS  SHKE FOR ENDY SCREENING
Q12 RED 2N ECH RST PASSING THRU ASS  SNKE FOR DIENY SCREENING
016 XD FLOT DIV M ASS  FASCAY FOR REINFORCEMENT BLOXING
D12 RED FLCT DIV AOVE & COMIIT 280 ECH RSTS AS?  FASCAM FOR DENY BLOCKING
020 RED 1ST ECH RGT OF 2ND ECH DIV PASSIAG THRU ASS  SAKE FOR ENEMY SCREENING
O3 - 45T ECH RGT OF 1SY ECH DIV OF 200 ECH NG PASSING THRU  ASS  SIOKE FOR ENENY SCREENING
B2 RED O 1ST EOW BOE DEFEND A SKE FOR SELF SCREENING
42 RED OMS IST SCH BOE DEFEND ASS  SWKE FOR ENENY SCREENING
M3 RED OWG IST ECH BOE WITAORAMIIG A SOKE FOR SELF SCREENING
N6 MED ONG 15T ECH B0 AURSLE AST  FASCAN FOR DIENY BLOCKING
06 RED ONG ST ECH B0 AYTAX OE
Mo RED O ADVANCE GUARD NOE
M7 RED ONG 2ND ECH BDE ASS  SAE FOR ENENY SOREENING
N8 RED G 240 ECH BOS PASSING THR) ASS  SOKE FOR ENENY SCREENING
65 RED ONG 15T ECH BOE AOVE TO CONTAS) ASS  SWME FOR ENEXY SCREENING
08 RED ONG CORPS W0 ASS  FASCAM FOR REINFORCEMENT BLOCKING
051 D O COR™S MOVE § COMIT 2D ECH 80ES AS?  FASCAN FOR DNENY BLOCKING
05 RED OFG ASSALT ¥
DI BLUE NBA BATTALION DEFEMD AN SHE PN SELF SCREENING
0182 BLIE MAA BATTALION DEFEND AS  FASCAN FOR SEL MROTECTION
OIS ELLE M\ BATTALION UITORAMING ASL  SOKE FOR SELF SOREENING
DI ELLE MBA BATIATON ARSE NN
DI85 BLUE MK BATTALION ATTACK Wk .
0106 BLUE MBA BATTALTON DELAY AS  SOKE FOR SEUF SCHEENING
D105  ALLE MAA RATTALION DELAY A FASCAN FOR SEL MOTECTION
0107 BLLE 3 BATIALION WOVEPENT 10 CONTACT e
DI6?  BLUE MBA BATTALION ASSALT e
DI BLUE CFA WEVER UNIT AS SN FOR SELF SREENING
DI BLUE CFA NANEER UNIT AS  FASIAN FOR S0, MOTECTION
D117 BLIE WA BOE CONTRICLING BATIALIONS © WS ST FOR DERY SCREENING
0117 BLVE M4 BOE CONTRLLING BATIALIONS AS)  FASCAN FOR DERY QLOCKIG
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appropriate. This special munition decision table would
decide munition types for given situations. The second
approach is favored because of its easier maintainability.
Should munition selection criteria changes be required or
new special munitions be added, only the table itself need
be changed.

(3) Examination of the Decision Table.
Modification Candidates. To build the special munitions
decision table it is necessary to determine the required
conditions and actions. Some of the conditions are
currently already in VIC. To find these, an examination of
the 35 previously selected tables was conducted, table by
table, noting any relevant current conditions and any
required new conditions. During the examination, any
necessary modifications for each table were also determined.
The results of this examination are presented in Appendix B.
More useful is a consclidation of the information in
Appendix B presented in TABLE III-2, where each condition is
listed once with its description, answer/thresholds, and any
links with other conditions. These links were from the
tables themselves or were implied by the table's resulting
actions.

(4) The Special Munition Decision Table. 1In

addition to the current conditions presented in TABLE 1II-2,
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TABLE III-2. DECISION TABLE EXAMINATION RESULTS

o] ABREV CONDITION TITLE ANSH LINKS

{1 IS THIS UNIT ENGAGED? Y of19 oCdd2 ofia3 olied oldld

Cll  FNG IN KN T0 NEAREST OPPORENT {(...? 3

C19 IS THIS A FIRST ECH UNIT? Y ol, 58 kG613

(37 IS THE CFA BATTLE OVER? Y &ALS

(58  APPROACH REINFRCMNT IN TA & (... KN FROM RED FLOT? 15 2C19 &C613

C24 IS THERE AN ADY GRD FOR THIS INIT? Y 3075 8203

€75 UNIT'S ADV 6RO FORCE RATIO (R/B) )=,..? 3 &0 a8

(223 UNIT (... KN BEHIND LEADING UNiT? 5 &% &%

G482 COMBAT STATUS = ADVANCE UNOPPOSED? Y ol

(403 COMBAT STATUS = FNT DEL ATK? Y oC) oC4ed oCeO5 oCild ofi®d cCh1e oldil old12 olLld
(484 COMBAT STATUS = PURSUE? Y o0l of403 oC4RS ofdlS of418 o{il] o€E12 oldld
(485 COMBAT STAIUS = FNT COUNTER ATK? Y ofl o04BY oCAB k@9 oC41R oléll oCAl2 old1d oChld
CLB6 COMBAT STATUS = ASSUALY Y old1d oCéld

(489 COMBAT STATUS = FNT DEL DEF? Y old8} oCAM C485 ofill oCL12 oldld

(412 COMBAT STATUS = MOVEMENT T0 CONTC.? Y oCl oCARY oCA8L oCdBY oCédo oCill

(411 COMBAT STATUS = FNT HASTY DEF? Y oCkQ3 oC4dd old8S old®9 oldl2 ofé1d

(412 COMBAT STATUS = FLX MaSTY DEF? ¥ o043 oCRd ol48s olid9 ollll ofd)3

G413 COMBAT STATUS = DELAY [ACT DEF)? Y old4a) ofdl old0S ofd® oCdll ol412

(416 COMBAT STATUS = NITHDRAW 0PPOSED? Y oC1 odR3 oC4BY oCdds olhll

(615 COMBAT STATYS = UITHDRAN UNOPPOSED? Y by ftselt), &N

(682 15 THIS AN IN INIT? Y

613 TANK, PECH INT, AIRBORNE, OR CAV INIT? Y 19 §C58

KEY: '} - Meons Logital 'ang", i.e. both conditions must be met.
0 =~ Means Logical “or', f.e. either condition sust be set.
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development of the special munition decision table regquired

some new conditions. Specifically:

c700 HAS THE TARGET UNIT'S SIDE USED CHEMICALS? (Y/N)

c701 DCES THIS UNIT HAVE CHEMICAL RELEASE? (Y/N)

c702 IS THE REQUESTING UNIT IN MOPP 3 OR MOPP 4? (Y¥Y/N)

C703 IS THE TARGET UNIT IN MOPP 3 OR MOPP 47 (Y/N)

Cc704 UNIT'S DEFENSIVE POSITION STATUS = DEFENSIVE? (Y/N)
Some new actions were also needed. First,

to keep all special munitions actions grouped together,

actions AS54 through A58 became:

A701 REQUEST SMOKE FOR SELF SCREENING

A702 REQUEST SMOKRKE FOR ENEMY SCREENING

A703 REQUEST FASCAM FOR SELF PROTECTION

AT704 REQUEST FASCAM FOR ENEMY BLOCKING
A705 REQUEST FASCAM FOR REINFORCEMENT BLOCKING

Secondly, the following actions were added:

A700 ACCESS D200, SPECIAL MUNITION DECISION TABLE
AT06 REQUEST NON-PERSISTENT CHEMICAL ATTACK
A707 REQUEST PERSISTENT CHEMICAL ATTACK
A708 REQUEST JAMMER EMPLACEMENT
A7¢9 USE STANDARD MUNITIONS ONLY
A710 REQUEST CHEMICAL RELEASE

With the above actions and conditiuns, it is
now possible to build an “empty" special munitions decision
table. Figure III-l1 presents this empty table. Next it is
necessary to develop the columnwise "situations™ in order to
“£ill in" the table. This situation development was
performed by translating the doctrine for the employment of .

different munition categories into general guidelines as a
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No. Situstion CONDITION/ACTION TITLE

1111111112222

1234567898123456789812
(] eccecccencmoncccncoann IS UNIT ENGAGED (DIRECT FIRE)?
O =-ecvcrmccccncacaconns 1S RANGE IN KN TO NEAREST OPPONENT )=...?
Bf ~ccvcescmccaaaaean IS RAWGE IN K TO NEAREST OPPONENT (...
L 15 THIS A FIRST ECH UNIT?
(] =-evvmmmeccicaccacnns IS THE CFA BATILE OVER?
. 1S AN APPROACHING RETNFORCEMENT IN TA & (... X FRON RED FLOT?
h ommmmecemeiteiaean 15 THERE AN ADVANCE GUARD FOR THIS UNIT?
(75 =-wovesmmecccnscnnenns 1S THIS UNTT'S ADVANCE GUARD'S FORCE RATIO (R/B) )=,.
OB ===v-smcvrcameccaeoan 1S THIS INIT ) ... K BEHIND LEADING WNIT?
Clf =vvmeomoecccaccaccanns 15 THIS (NIT'S GOHBAT SEATLS = ADVAICE UNIPPLSED?
CAB} - -vvvmocncncncnanacns IS THIS UNIT'S COMBAT STATUS = FNT DELIBERATE ATTAK?
T 15 THIS INIT'S COMBAT STATUS = PURSUE?
GBS =« eecceemneaaaaean 1S THIS UNIT’S CONBAT STATUS = FRONTAL COUNTER ATTACK?
(U ~-ovcmcccnconcanconann IS THIS UNIT'S CONBAT STATUS = ASSULT?
Gl ~vvevvemec e aa IS THIS UNIT'S COMBAT STATUS = FNT DELIBERATE DEF?
T 15 THIS INIT'S COMBAT STATUS = MOVEMENT T0 CONTACT?
Gl =oemecoceccnsccnonanns IS THIS UNIT'S CONBAT STATUS = FROVTAL HASTY DEFENSE?
Gl ==cvceccennrsccscsnane IS THIS UNIT'S COMBAT STATUS = FLANK HASTY DEFENSE?
B = m e e i 15 THIS INIT'S COMBAT STATUS = DELAY (ACTIVE DEFENSE)?
T 1S THIS UNIT'S COMBAT STATUS = MITHDRAN OPPOSED?
Y5 = eeeroaonnn memeeeans 1S THIS UNTT'S COMSAT STATUS = MITHORAN UNOPPOSED?
T 15 THIS AN INFPANTRY LNIT?
(B} vovoevmmccmeteat e IS THIS A TANK MECH INFANTRY AIRSORME OR CAV UNIT?
(M cmevmeeanecnannennnns HAS THE TARGET UNIT'S SICE USED CHENICALS?
(] ~--mvvmmmereenacennans DOES THIS INIT RAVE CHENTCAL RELEASE?
(M rmmecmncirranannn 15 THIS UNIT IN WOPP 3 (R MOPP &7
(7B =veevmccrcnnnconananns 1S THE TARGET UNTT IN AOPP3 OR POPPA?
2 TR e IS THIS UNIT'S OEF POSITION STATUS = DEFENSIVE?
ATl o someniianmnenaceenas REQUEST TIEDIATE ARTY SOKE FOR SELF SOREENING
MR woeemmneeiccennnonns REQUEST IWEDIATE ARTY SHOKE FOR ENEMY SCREENING
AR meevveninanns meeeen REQUES! IMEDIATE FASCAM FOR SELF PROTECTION
MK =ocmesvcencennnnnnrans REQUEST INEDIATE FASCAN FOR ENEMY BLOCKING
MBS weeeetiiiii i REGUEST IMEDIATE FASCA FOR REINFORCEMENT BLOCKING
AT «mceeecttiiiiaaea REQUEST TNEDIATE ARTY MON-PERSISTEN? CHENICAL ATTACK
M ceeieeeeieiieencnan. REOLEST IMEDIATE ARTY PERSISTENT CHEMICAL ATTACK
AN - eeen Veeseecaenaann REQEST INEDIATE ARTY JNWER ENPLACEIENT
A mveenmieniiiaeane USE STANDARD MUNTTIONS ORLY
R o+« REQUEST CHEMICAL RELEASE
‘m ® BN G e NN S e Pe e e S e s -» mrm u

Pigure 11X-1. BEmpty Special Munition Decision Table
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function of the conditions included in the empty table.

Such guidelines were alluded to in the VIC Executive Summary
as "tactical decision rules" [Ref. 4:pp. 3,5].
Unfortunately, the VIC documentation does not include a
definition or listing of these tactical decision rules.

Figure III-2 presents the completed special
munition decision table. Excess columns and unused
conditions have been removed. The specific numbers used are
estimates or were obtained directly from similar
applications of the same conditions in the current decision
tables. The row for action A708 for jammer emplacement was
left empty because no tactical decision rules for jammer
munitions were found during the course of this thesis.

The tactical decision rules used to develop
the situations can be better understood by referring to the
decision flowchart presented in Figure III-3. The flowchart
was used to develop 16 “"related" situations, specifically
situations 7 through 22. As the fliowchart implies, these
situations are related in the sense that the same questions
were asked to determine which munition should be used. Six
additional situations were developed based on specific
situations. Appendix C discusses and explains all 22

situations explicitly.
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v No. Situstion CODITION/ACTION TITLE
L 1111111111222
o 123456789081 236567898012
R YYYYYYYYYYYYYYYYY ISUNTENGAE (DIRECT FIRE)?
(- --- - - 3.3.3,3.3.3.3.3 333 333 33 IS RANGE IN KN T0 NEAREST OPPONENT )=...?
o - - - - - B3IIIIIIJI-m-em - IS RANGE N KN TO NEAREST OPPONENT (.,.?
x (38 - -151515 - « =+ o - - - - e - oot APPROACHING REINFORCEMENT IN YA & (... Ki FROM RED FLOT?
’ v T R I SR RN 18 THIS (NIT )= ... K% BEHIAD LEADING UNIT?
Gl - - - - - - - - NNY Y« o« NNYY - - I5THIS UNIT'S COMBAT STATUS = PURSUE?
U - - - - - - Y ¥ «-wo-o- YY------ IS THIS UNIT’S COMBAT STATUS = WITHORAN (PPOSED?
W ¥ - .- - .- I I AR N I NP RAS THE TARGET NIT'S SIDE USED CHEMICALS?
O N =YY oo ¥ oY =¥ ¥ ¥ of ¥ Y - (K€ THIS WIT RAVE CHEMICAL RELEASE?
0 = =YY - oYY ¥¥ ¥ oo¥ ¥ =¥ - I5THSUN INMPP 3 (R NOPP 4?
(N8 - - KN - N-N=-K<N-N-N=N-<-N- ISTHTARE UNT IN K0PPI 0R HOPP(?
C - - NY -~ Y- YYRK-N-Y-YVYN-N- ISTHSUNT'S DEF POSITION STATS = DEFENSIVE?
ML =« = = v - XX == XX+ =X X=X X - - REQUEST IMEDIATE ARTY SHOKE FOR SELF SCREENING
M o- - - - e e e e s X X = - X X -« X X REUEST INEDIATE ARTY SHOKE FOR ENEMY SCREENING
, R XXX X = ==« X XXX~ = - - REQWEST INEDIATE FASCA FOR SELF PROTECTION
T X X = = -« =« X X~ - REQEST INEDIATE FASCAN FOR ENENY BLOCKING
A5 =~ X XX = oo s e s emeeees s REQUEST IWEDIATE FASCAM FOR REINFORCENENT BLOCKING
4 b -« X = o - - X=X - X - X - REQUEST IMEDIATE ARTY NON-PERSISTENT CHEMICAL ATTACK
! [} TSR SRR SR IR X = X = = = = - REQEST IMEDIATE ARTY PERSISTENT CHENICAL ATTAK
L I I T S R AR P R - REQUEST TWAEDIATE ARTY JNMER ENPLACENENT
I SR R I I I I R R R USE STADAMO MNITIONS ORLY
L R I I SRR REQUEST CHEMICAL RELEASE
L B A B B LI T R TR S = CONTIME SCAN

Pigure III-2. Special Munition Decision Table
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B(R(.3  STANDARD ONLY
0PPOSED? N
Y CHEMICAL?
N UITHDRAN
0PPOSED? N
(R(3  DEFENSE?

Y
Y HRSU!DG?N

N PURSUING?
RANGE?

Y WITHRAM

L

X UITHDRAM
0PPOSED?

RIS DEFENSE?

N CHERICAL?
N PURSUING?

xZ2 ~ W <

KEY: Y Yes
N N

P-CH, SP-FASCAM, SS-SHOKE
P-(H, SP-FASCAM
SP-FASCA, SS-SNOKE
SS-FASCAN

NP-CH, EB-FASCAN, SS-SHOKE
WP-CH, SS-SHOKE
EB-FASCAN, S$S-SMOKE
$5-SHE

P-(N, SP-FASCAN, 5S-SMOKE
P-CH, SP-FASCAN, ES-SHOKE
SP-FASCAN, SS-SHOKE
SP-FASCAN, ES-SHOKE

NP-CH, EB-FASCAN, $S-SHOKE
NP-(H, 5S-SHOKE
EB-FASCAN, SS-SMONE
§S-SH0KE

P-i8 PERSISTENT CHEMICAL
L NON-PERSISTENT CHEMICAL
SP-FASCAN SELF PROTECTING FASCAN
E8-FASCAN ENEMY BLOCKING FASCAN
§5-SNKE SELF SCREENING SHOKE
E£S~SME ENENY SCREENING SHOKE

Pigure IIX-3. Situation Plowchart
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(RN

€. AT-SEVEN
With the changes listed above implemented, this

segment should not require any changes.

Figure III-2 represents the finale of the
! accomplishment of the first goal of this thesis, an
immediately usable improvement to VIC in the form of a
- product which can be used to write the code necessary for
. incorporation. This does not mean to imply that this
product is perfect; but rather, it is an improvement to VIC
which must be tested and adjusted according to the results

g it produces.
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IV. MUNITION SELECTION WITH GVS

This section illustrates GVS's ability to accomplish the
same munition selection task accomplished by the Special
Munition Decision Table developed in Section III. However,
the decision criteria used by GVS are far more meaningful
and versatile than the tactical decision rules used in the

Special Munition Decision Table.

A. ESSENTIAL ASPECTS OF GVS

The following descriptions and definitions are intended
to give the reader sufficient understanding of GVS for the
application which follows. It is not intended to repeat the
more detailed development by Kilmer [Ref. 1].

1. Assumptions

a. Value
“The value of an entity...is dependent on two

factors. First, value depends on how useful the entity
is...power being the measure of the usefulness of an entity.
Secondly, value depends on the supply or availability of the
entity.” [Ref. 1, p. 26~27]) This thesis considers the power
of the targeted unit and the power of the “benefitting® unit
to be the only measure required for analyzing the effects of

different munition types. This is functionally equivalent

il




to Kilmer's [Ref. 1l:p. 27) assumption that, as a first order
approximation, value is equal to power.
b. Power
"There are two types of power that an entity
might (sic) have, inherent and/or derived. Inherent power
is the ability to disrupt, delay, or destroy the power of
enemy entities." [Ref. 1, p. 26-27] Because artillery
entities and the entities they support are inherent power
only entities, this thesis does not consider derived power.
c¢. Discounted Power
“"The power of an entity...not ready to execute
its assigned mission is a discounted version of the power of
that entity if it was ready..." ({Ref. 1, p. 26-27) Ready,
in this context, means the entity has arrived at a position
where it can begin its assigned mission.
2. Definitions
The following definitions are abridged from those
given by Kilmer (Ref. 1].
a. Entity--21
An entity is anything represented in the model
with power (and/or value). Notation: X1, X2, ... for Blue;
¥l, Y2, ... for Red:; 21 for a typical entity of either

color.
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b. State--SZ1(t)

An entity's state is the vector of an entity's
attributes at time t. Notation: §Zl(t) is the state of Z1
at time t. The underline is used to denote this is a vector
of attributes. Attributes are of two types--quantitative
and qualitative. Quantitative attributes are the
number/amount of on-hand MTOE vehicles, equipment, supplies,
and personnel. OQualitative attributes describe the
condition of the entity. Examples of a qualitative
attribute are the mission of the entity or the chemical
contamination status of the entity.

c. Basic Inherent Power--BIP(21)

BIP(Z1) is Zl1's inherent power at full MTOE
strength, ready to engage its most likely adversary. This
is the maximum power an entity can have. The units for
power, as initiated by Kilmer [Ref. 1), were “STAPOW". This
thesis further shortens this to “SPU" to mean Standard Power
Unit.

3. Bquations
a. Adjusted Basic Inherent Power
This is the BIP after adjustment for the

entity's current state and assigned mission:

ABIP(SZ21(t)) = £(BIP{21),821(t))

(eqn IV-1)
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The nature and forxm of Equation IV-1 is a user
input. Crawford [Ref. 6) has begun the work on this task by
developing a relationship between power and the on-hand
personnel, amsunition, vehicle, and POL levels.

b. Predicted Adjusted Basic Inherent Power

This is the ABIP predicted for time t > tp
(present time or time of prediction), given the entity's
state at tp. The form of the following equations was

proposed by KRilmer [Ref. 1] as a first order approximation:

PkBIP(t:tP) = RBIP(tP) X exp[-LBA(t-tp)] tp (= t <= t‘A
(eqn IV-2)
PABIP(tftP) = PABIP(‘&!QP) X exp[-LM(t-tA)] t )= t;‘

{egqn 1v-3)

Where: t, = Time of Arrival, the expected time
when the entity will arrive at a position where it can begin
its assigned mission: Lgs = Before Arrival Decay Coanstant,
calculated from the Percent Change/Hour Before Arrival
(Ppal: Lyp = After Arrival Decay Constant, calculated from
the Percent Change/Hour After Arrival (Pp,).

Some discussion on the rationale for Equacions
IV-2 and IV-] is necessary at this point. Both of these
equations represent an exponential decay of power with Lp,
and L,, as the decay constants. The meaning of these

constants is critical to understanding GVS. This area of
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GVS still requires further research, but the following is
one way of considering these decay constants.

First, since it has already been stated that
both decay constants are a function of their respective
percert change/hour values, this relationship will be
derived. Suppose L is a generic decay constant and P is a
generic percent change per hoiur. The key to this derivation
lies in the fact that at time tp + 1 hour, a percent change
equal to P will occur, so PABIP = ABIP x (1-P/100). This
allows the APIP to be canceled from both sides of th=
equation. Thus, substituting t = tp + 1 and PABIP(tp+litp)
= ABIP(ts) x (1-P/100) into Equation IV-2 will yield the

following result:

PABIP(t!tp) = ABIP(tp) x exp(-L(t-tp))

pABIP(tP*'l:tP) ABIP(tP) X exp{‘b(tp+1't2)_l

ABIP(tp) x (1-P/100)

fl

ABIP(tP) % expl-L]

(1-P/100) = exp({-L]
in(1-P/100) = ln(exp(-L]})
==> 1ln(1-P/100) = ~L

==> L = -1n(1-P/100)

(eqn IV-¢)

Second, the meaning of Paa and Paa need to be
clarified. The power c¢f an inherent power (i.e., combut)

entity changes over time even before arrival at the position
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where it begins its mission (i.e., engages the enemy with
its organic weapons). This change is due to: before
arrival supplies usage (Pgpgqy). before arrival supplies
replenishment (Pgpgp}. before arrival noncombat personnel
attrition (Pppypalr before arrival indirect fire personnel
attrition (Pgpyppls and before arrival personnel
replenishment (Pgppr). Ppp is a aggregation of all the

above before arrival percent changes:

Pga = = Ppasu * Ppasr ~ Peanea ~ Peaipa * Peapr
(eqn IV-5)

- similarly, the change in.powér after ‘arrival is
due to after arrivel supplies usage (Papgyl. after arrival
supplies replenishment (PAASR); after arrival combat
peréonnel attrition (Pppppal). after arrivallindireéixfire
.personnel attrition (PAAIPA)' and after arfival persgnnel
replenishment (Ppappl. Like Pgp. Ppa ié_also.an Aggrégation )

of the after arrival percent changes:

Pan = = Paasu * Paasr - Paacea ~ Paarea * Paamr
~ {egn IV~6) S

The bottom line is that percent changes/hour dﬁa
to these various effects can be translated into decay - .
constants which in turn are used for the calcﬁlgtidﬁ of

power as a function of time. The best form tor squggionsﬁ

36




IV-2 and IV-3 have yet to be determined and is an area
requiring further research. The same is true of determining
the necessary components for the two aggregated percent
change/hour values, Py and Ppp. For the purposes of this
thesis, it is assumed that this data is available so the
éorresponding decay constants, LBA and LAA, can be
calculated.
¢. Situational Inherent Power (SIP)

This is the power at time t > tp, predicted at
time tp. For time t < tp, this implies the entity's power
is discounted. The equations for SIP, also proposed by

" Kilmer [Ref. 1:p. 39], are:

- SIP(titp) = PABIP(tpitp) % expl-D(tp-t)] 0 ¢=t <=ty
N (egn IV-~T7)
CSIP(titp) = PABIP(titp) tow gy

?ABIP{tAgtP) X exp[~LM(§:tp)} L Om tA.
(eqn IV~-8) -
'Fﬁhere:vln = Before ﬁrriva; Discount Constant.
n *_ -l-lnhi\uin?lh-d-ﬂ"‘
ty - to
teqn Tv-91
Bqﬁdtion'IV-? is &ased;baitbs assunrption th§t "-

the power of an enpityfhéfbregi; has:grfiygd;ig(thﬁlegtityié .
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arrived power discounted exponentially. D is the
exponential discount constant. The equation for D, Equation
IV-9, follows from assigning an arbitrarily small fraction
of readiness, 0.05 in Equation IV-9, to an entity when, at
time ty, that entity is just entering the opposing entity's
area of interest.
During the course ¢f developing the example
which follows it became aﬁparent that Equations IV-8 and IV-
9 apply only to moving entities. Once the entity is in
place and waiting for the approaching eneny, the SIP must be
calculated nsing Equations IV~-2 and IV-3 with the stationary
entity's ty set equal to that of the moving entity.
- 4. General Case Example
At this point, &n example will illustrate.fhe
procedure for applying the_abcvé definitions. The pro;edufa
is as follows: | |
scep 1:. Calculate c; from the éntity'é distanea té
'the mission location and expected qr§nnd sbéed;
Steg 2: Determine BIP {(user input).,
Step 3: Calculate ABIP trgm'équaticﬁ Ivﬁl.‘-v
Step &: Celculate Ly, using Equation Iv-4 nn@‘?ag‘,:
Step 5: célculate L;L;gsihc.Equatian_Iv~4 and Py, -
Step 6: Calculate PABIP(tyitp) from Equation IV-2,
 Step 7¢ Caleulate D from Bdnétibn Iv~§ (requived
only it_Equationsfxv-jvénaixvfa“ara'io'hé;usa& zq_StQp 8). .
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Step 8: Calculate SIP from Egquations IV-7 and IV-8
or from Equations IV~2 and IV-3 if the entity is in place
and waiting for the enemy.

The following example illustrates the use of GVS for
making comparisons between Red and Blue combat power. It is
nct meant to be all-encompassing, but is intended to be a
simplified version of how VIC could use GVS. This example
is purposely patterned after Kilmer's example (Ref. 1l:p. 68-
95]. This example is presented from the point of view of a
Blue Tank Battalion CQmman&er.

| &. Scenario

A Blue Tank Battalion (X1l) is defending a
- epecified area againsﬁ an appreaching Red Tank Regiment
(¥1).. ThefXI’missioh is to prevent Y1 from advancing past
ﬁhe current location of the xi rear boundary in the next 6
“hours. | | ‘. 

b. ;hitia;;situation '

_~'i§(l"'3.s at;-:tunl}screhacn. has a BIP of 1000 SPU,
and is in prepared dgfensive positions waiting tor Yl. Y1
is at full strength, ha5 i BIP of 3600 SPU, entered the X1
area of interest at tima t = -1, and is moving forward at a
constant speﬁd. ,

c. The Y1 SIP Curve

Steﬁ 1: GSuppose that Y1l has a distance and

expected speed which yields t) = 3 hours.
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Step 2: BIP(Y1l) = 3600 SPU was given above.

Step 3: Next suppose that intelligence
estimates that Y1, at time tp = @ hours, has a complete
basic load, has the mission to attack X1, and that under
these conditions Equation IV-1 estimates that the Y1 ABIP is

100% of its BIP:
ABIP(tp) = (1.00) x 3600 SPU = 3600 SPU

Step 4: Continuing, the Y1 Pg, is estimated to

equal 3% per hour. From Equation IV-2:
Lgp = —ln[l—PBA3 = -1n(1-0.03) = 0.0304592 (1/Hour)

Step 5: Similarly, suppose the Y1 Pp, is

estimated to equal 10% per hour. From Equation IV-2:
Lap = -1n(1-Pp] = -1n[1-0.10] = 0.1053605 (1/Hour)

Step 6: Substitute t = t, = 3 hours into

Equation IV~2 and solve for PABIP(tpltp):

PABIP(‘:AHIP) L ABIP“:P) X GXD[“LBA(\:A"VP)]
x (3600 SPU) x expl(-0.0304592(3-0))
= 3285 SPU

Step 7: From Equation 1V-9:

-1n 0.05
Dg-—a- --------
ta ~ %o
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= 0.998577 (1/Hour)

Step 8: The Yl SIP curve is then described

using Equations IV-7 and IV-8:

SIP(titp) = PABIP(tplitp) x exp[-D(tp-t)] t <=t
= (3285 SPU) x exp[-0.998577(3-t)]  t ¢= 3
SIP(titp) = PABIP(ty,tp) x expl-Lp(t-tp)] t >= t,

ct
~
]

[

(3285 SPU) x exp(-0.1053605(t-0)]
d. The X1 SIP Curve

Step 1: With X1 already in place, t# becones
the time when the enemy will arrive, so tp = 3.

Step 2: BIP(X1l) = 1000 SPU was given above.

Step 3: Next suppose that X1, at tine tp = 0,
has a complete basic load, has the mission to defend against
Yl at their current location until time t = 6 hours, and
that under these conditions Equation IV-l estfhateg the X1

ABIP to be 100% of the BIP:
ABIP(tp) = (1.00) x 1000 SPU = 100¢ SPU,

Step 4: Suppose the X1 Ppp is estimated to

equal 2% per hour. Fron Equation IV-3:
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Lgp = -1n[1-Pgpl = -1n[1-0.02] = 0.0202027

Step 5: Similarly, suppose the X1 Pp, is

estimated to equal 8% per hour. From Eguation IV-2:
Lpa = -ln[l-PA] = -1n[1-0.08] = 0.0833816

Step 6: Substitute t = tp = 3 hours into

Equation IV-2 and solve for PABIP(tpltp):

PABIP(tpitp) = ABIP(tp) x expl-Lpp (X1) (tp-tp)]

(1000 SPU) x exp(-0.0202027(3-0)]

941 SPU

Step 7: Equation IV-9 is not appropriate since
X1 is in place and waiting for Y1.
Step 8: The X1 SIP curve is then described

using Equations IV-2 and IV-3:

SIP(t!tP) = ABIP(tP) X exp[-LBA(t-tp)] t <= tA
= (1000 SPU) x exp[-LBA(t-tp)] t <= 3
SIp(tltP) = PABIP(‘;A'tP) X exp['IJA(t"tA)] t = th
= (941 SPU) x expl-Ly(t-tp)] t o= 3

Historically, the defending side has a
significant advantage over the attacker. This advantage is
generally considered to be on the order of three to one

against the attackers. For this reason, the SIP(X1l) is
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multiplied by three. The resulting sector SIP curves are

given in Figure IV-1.

B. DECISION MAKING WITH GVS
1. Decision Timing
With GVS, answering the question of when to order
the execution of a course of action is accomplished via the
reiterative application of a "course of action evaluation
process”. The easiest way to describe this process, and how
it determines when to make a decision, is from a "GVS
commander's" point of view. This is presented first for the
simplest case of all GVS decision methods, introduced
previously in Section II.C. The differences between the
simplest case and the general case, also introduced in
Section IX.C, are then discussed. Last, the rationale on
the mechanics of the timing is explained.
a. Simplest Case

First, consider the N=1 case of the sub-optimal
decision method described earlier in Section II.C. 1In this
case, courses of action are evaluated, one at a time, until
the first "feasibility restoring course of action" is found
and ordered executed (i.e., only the first measure of
effectiveness deacribed in Section IX1.C is used).

The present time is tp = 0 hours. The commander
sees in Figure IV-1l (described previously) that his X1

sector is infeasible, the Y1 SIP curve goes above.his X1 sip
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Y1 ond X1 SIP Curves——General Case Example
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Figure IV-1. SIP Curves--General Case Example
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curve before the end of his decision herizon of 6 hours.
The commander further sees that his infeasible time (i.e.,
when the sector goes infeasible} is tyyp = 2.9 hours.

Suppose the first available course of action he
wants to evaluate is an artillery "prosecution" which has a
"notification time" of typ = 1.5 hours. The notification
time is the minimum time between when the commander says "Do
it.” (the decision time, tp) and when the subordinate
commander can say "We are¢ in place and doing it." (the
execution time, tg).

Subtracting typ = 1.5 hours from tyyg = 2.9
hours, the commander caiculates that the decision must be
made not later than time t = 1.4 hours. However, the
commander has a “"decision cyvle “ength” of € = 9.5 hours.
This decision cycle length defines the freguency of
"decision peoints”, when the commi:nder checks the sector
feasibility, evaluates courses of action, and makes
decisions.

Between now and time t = 1.4 hours, the only
decision points occur at ¢, ¢.5, and 1.9 hours. Since
decisions occur only at decision points, the commander finds
the possible execution times by adding tyyp to the decision
points. This yields possible execution times of typ = 1.5,

2.0, and 2.5 hours.
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The commander then calculates revised sector SIP
curves including the artillery prosecution at 2.5 hours. If
these "ty = 2.5 curves" produce feasibility throughout the 6
hour decision horizon, the commander stops and waits until .
the next decision point at time t = 0.5 hours. No decision
is required because the "tg = 2.5 curves" equate to a
decision time of tp = 1.0 hours. A decision time not equal
to the present time means no decision required.

However, if the "tg = 2.5 curves"” do not produce
feasibility, the commander calculates the “tp = 2.0 curves".
If these are feasikle, he stops and waits until time t = 0.5
hours. No decision is required because the "tgp = 2.0
curves" equate to a decision time of tp = 0.5 hours. Again,
a decision time not equal to the present time means no
decision required.

However, if the "ty = 2.0 curves"” do not show
feasibility, the commander calculates the “tg = 1.5 curves".
If these are feasible, he orders the artillery prosecution.
course of action executed. A decision was required this
time because the tp = 1.5 curves equate to a decision time
of ty = 0 hours. Thus, the only way the artillery
prosecution course of action can restore feasibility is for
the decision to be made now, because the decision time

equals the present time, tp = tp = 0.
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However, if the tg = 1.5 curves do not show
feasibility. the commander must reject the artillery
prosecution course of action since it failed to produce
feasibility at any of it's possible execution times. The
commander selects another available course of action and the
process starts over. If no available course of action can
restore feasibility, the commander requests additiomal
assets from the next higher commander.

b. General Case

Now consider the more general case where N>1
courses of action are evaluated simultaneously. The process
is the same as above, except for the following changes. The
process described above is applied to N courses of action.
The Jifference in the SIP curves, the second measure of
effectiveness described in Section I1.C, is then applied to
those which met the feasibility restoration measure of
effectiveness. The course of action with the greatest
difference is the best course of action. If none of the N
courses of action can restore feasibility, a second set of N
courses of action is selected and the process starts over.

¢. Rationale

In the course of action evaluation process
described above, starting at the latest execution time and
working downward is equivalent to the commander asking “"Can

I get feasible later?"” and “Can @ withhold my uncommitted
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assets for now?". The commander asks these questions
because it is better to postpone a decis‘~n as long as the
sector can be made feasible by a later decision. This is
related to the air/land battlefield concept of agility.

Agility is affected in two ways by delaying a course
of action to the latest possible moment: (1) a course of
action executed at the latest possible moment will minimize
the enemy's time to react, thus minimizing enemy agility;
{2) if the situation changes, a greater need elsewhere may
develop for the entity whose commitment was delayed to the
latest possible moment, thus maximizing friendly agility.

2. Determining the Best Course of Action

To implement the course of action evaluation pvocess
7 described above, a method is needed foo recalculating the
sector SIP curves when a course of action commits more
friendly power to the sector.

a. Pletcher's Method [Ref. 2j

When more than one entity was committed to a

sector, Fletcher added the SIP curves of all the entities in
the sector. In this way, he was asble to determine the best
course of action for tactical planning (i.e., which friendly
entity engages which enemy entity). Fletcher's artillery
assets were treated like any other entity; artillery SIP was

simply added to the sector total.
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Unfortunately, for artillery munition selection,
this approach is too aggregated. As used by Fletcher, the
SIP curve for an artillery entity is independent of the
munition category being used. The entire nunition selection
prccess is implicitly rolled into the SIP. In order to make
munition selections using GVS, a more explicit method is
needed.

One possible method is to use Fletcher's basic
method, but have different BIPs for the same artillery
entity, one for each munition category. Setting aside the
problem of determining these different BIfs, this method is
not an improvement; the munition with the Jreatest BIP would
simply be the munition of choice. 1In fact, this would make
the entire munition selection process a simple ranking by
BIP, which is essentially the current method used in VIC.
Another reason this method is unsatisfactory is that simply'
having different BIPs does not take advantage of GVS's
ability to separately model attrition effects and delay
effects.

b. The Parametric GVS Method

Consider the "real world" battlefield VIC is
trying to model. Focus on an artillery entity prosecuting a
single fire nission against a specific target entity, for a
specific benefitting entity. When the fire mission began,

Fletcher's method would add the power of the entire
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artillery entity to the benefitting entity and then subtract
it away a few moments later at the end of the fire mission.
This is unrealistic. The effects of that fire

mission do not just disappear after completion. What really
happeris is the fire mission changes many of the target
entity attributes. 1In GVS, these entity attributes are
represented by the "parameters" that were used to calculate
the target entity's and, to a lessor extent, the benefitting
entity's SIP curves. Thus, one way to model a particular
nunition category's unique "munition effects”" would be to
adjust the GVS parﬁmeters of every entity in the sector
accordingly.

The next section will consider the relationships
‘between the various categories of munitions and the GVS

parameters,

C. MUNITION EFFECTS AND.GVS PARAMETERS

| Recail fron the wﬁf&ing definitions and discussion in
Seétion Iz that,ﬁ;c explicitly models the effects of six
gategories-of artiilezy munitions: HE, non-persistent
.'ghemipal, persistent chemical, FASCAM, smoke, and jammer.
Eachréf thase_iéfa separate category because of their unique
tactical efféctg.i The rest of this thesis will focus on
:Snly four of these: HE, parsisfent chemical, FASCAM, and

smoke.

t
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Non-persistent chemical is not considered because it is
a special case of a persistent chemical with a short
duration of effectiveness. As such, modeling non-persistent
chemical is similar to modeling a persistent chemical whose
effects can be "turned off" after a certain amount of time
has passed. Jammer munitions are excluded because, as in
the Special Munition Decision Table developed in Section
IIZ, little information is available on the principles of
their tactical employment.

The remaining four categories have four major tactical
effects. TABLE IV-1 shows the categories and their
respective effects. Next, it is necessary to explicitly
identify the GVS parameters. Consider first the target
entity. The following discussion identifies which of these
parameters are affected by each of the four munition effects
and qualitatively how they change. TABLE IV-2 presents the

same information in a condensed format.

TABLE IV-1. ARTILLERY MUNITIORNS CATEGORIES AND EFFECTS

D T G S BE WR GG e W A G W W G T A N G e AR B B W W Y B S G0 K K e s oA WA A WK OB T W A BB W e W W G BB GAR VI R W W G s e

Immediate NDelayed Degradation Delay
Attrition  Attrition.

- h A W G b A kS AL G Wb Gad e b B S e et Inp VT A T e dnd i i Wk T A U G VS A G MR e s A WA G ot g Vo W R Wb WA Mk P WS G WD 4B G S R e A

HE X _

Chemical X oz X X
FASCAM o X
smoke . ' X

0 dn e A WA e e A e e bk M i ook ot ek £ o N Sl o A A v A g SV QR W A b v e It ¥ T W M sk, A ea N e s e e e
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Immediate Attrition:
tp--will increase due to reactions to fire.
ABIP--will decrease due to losses.
Delayed Attritiom:
Ppp~-will increase due to increased hazards.
Ppp--will increase due to increased hazards and
because in combat less attention will be paid to those
hazards.
Degradation:
tp~-will increase because movement will slow to
react to, and compensate for, the increased hazards.
ABIP--will decrease because-the:entity will be léss
‘efficient. . | | |
Pga--will increase because individual skills are .
dégradéd. |
Ppa--wili increase bacaQse>indiviﬁual“skills are
degraded and because combat is &ore'dgmanding of éperat&;
skills. | | -
Delay: ,
tp--will increase because the entity will ﬁave to
slow significantly, perhaps even stop, to deal with the
increased hazarxd.
Now consider the benefitting entity. Only two of its
GVS parameters, t) and P,, can ke expected to change. in

the case whé:e the benefitting entity is stationary before




reaching the target entity, the benefitting entity uses the
target entity's tp and Equations IV-2 and IV-3 (rather than
IV-8 and IV-9) to determine its SIP curve. Thus, if the

target entity's t, changes, the benefitting entity's t,

TABLE IV-2. QUALITATIVE MUNITION EFFECTS ON GVS PARAMETERS

————— A — ——— - — T ——— T W et M MR A e Y Sy S e W G T - i . G T G A G g -

Immediate Delayed Degradation Delay
Attrition Attrition

- g —— — A e T . - e e el S G A M S S W g -

Benefitting Entity:

- - - -

Pa
Targeted Entity:

t A + NC + +
ABIP - NC - NC
A NC + + NC
Pa NC + + NC
tp NC NC NC NC
to NC NC NC NC
i ;; ;;: T -':-":‘_ i -P»a_r-a-m-e-t-e-r* -i_n-cnr-e-a-sue-d“. ---------------------

"-" Parameter decreased.
"NC" No change in parameter.

changes also. In all cases, the benefitting entity's Par
will decrease because the target entity's ability to attrite
the benefitting entity will decrease. |

TABLE IV-3 combines the information in TABLEs III-1 and

I1I-2, establishing the qualitative relationship between the
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munitions categories and the GVS parameters. TABLE IV-3 was
derived by combining the columns of TABLE IV-2 as
appropriate for each munition according to TABLE IV-1. The
multiple +/- signs indicate the number of ways in which that
munition category affects that GVS parameter; it does not
.reflect any relationships between the munition categories.

TABLE IV-3. QUALITATIVE MUNITIONS CATEGORIES AND VIC
PARAMETERS RELATIONSHIPS

- — oy T " (— " W Y —— " M Y > WS G . > W S Wb - Y Yo — W i W

HE Chemical FASCAM Smoke

————— - - T T e N e R Y G W S Y A e WS S Gun A T e G e A SR S G VI W TS G W W S W S B W SIS M TR W P G W

Benefitting Entity:

- - -t - - -

Py
Targeted Entity:

ta * +++ ++ +
ABIP - -- - -
Ppa NC ++ + +
Pa NC ++ NC +
tp NC NC NC NC
to NC NC NC NC
i ‘:;; : ---------- ! ""‘-"- ) ‘P_a-r_a_n:e-t‘e-r- -i—n_c;“e-a-s-e-d-. ---------------------

“-"  Parameter decreased.
"NC" No change in parameter.

TABLE IV-3 establishes a new set of relationships that
the VIC model user must input. With that input, GVS can be

used to make munitions decision§ 1n-aimgnner similar to the

54

S g ey
e Tth PR T RTOT i G R




previous General Case Example. The next section illustrates

this process.

D. EXAMPLE OF MUNITION DECISION MAKING WITH GVS

The following example illustrates the use of GVS for
making artillery munition decisions. As a continuation of
the previous example, this is not meant to be
all-encompassing, but is intended to be a simplified version
of how VIC could use GVS to model artillery munition
decisions.

TABLE IV-3 listed the qualitative relationships between
the munition categories and the GVS parameters. To proceed
with the example, quantitative relationships are required.
TABLE IV-4 replaces TABLE IV-3 with quantitative
relationships for this example.

Also assumed for this example is the duration of the
effects given a single artillery prosecution. With a 6 hour
decision horizon, all effects were assumed to be permanent
once the artillery prosecution had been made.

The information required to answer the munition category
decision is now available. Recall the course of action
evaluation process described earlier and suppose the courses
of action now available to the X1 commander are artillery
delivered HE, persistent chemical, FASCAM, or smoke. In

applying the evaluation process, the X2 commander calculates
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the sector SIP curves for each course of action. These are
presented in Figure IV-2.

Checking first for feasibility eliminates all but the HE
and Chemical munition categories. Looking at the difference
in the Red and Blue SIP curves at the end of the decision
horizon at time t = 6 hours indicates that the nmunition of
choice is chenical.

TABLE IV-4. EXAMPLE PERCENT CHANGES TO GVS PARAMETERS DUE
TO A SINGLE ARTILLERY PROSECUTION

- . — T v TR M G W MM G A N S S L R I Y Ve S M G T G W R R R G W E W S W W

HE Chemical FASCAM Smoke

Benefitting Entity:
Pa ~-15 -20 -5 -10

Targeted Entity:

ta +10 +25 +35 +15
ABIP ~15 -10 -5 NC
Ppa NC +30 +30 +15
P NC +35 NC +20
tp NC N NC NC
to NC NC NC NC

The decision to use chemical munitions for this example
concludes the development and demonstration of the
Paranmetric GVS Method and represents the acconplishment of

the second goal of this thesis.
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V. CONCLUSIONS AND RECOMMENDATIONS

A. CONCLUSIONS

This thesis has accomplished three goals. These were
(1) an improvement to the Vector-In-Commander Combat
Simulation, (2) the demonstration of GVS's usefulness with
respect to artillery munition selection, and (3) documenting
the theories behind the VIC and GVS decision methodologies.

1. Special Munition Decision Table

The Special Munition Decision Table and associated

changes presented in Section III represent an immediately
usable improvement for the explicit representation of the
artillery munition selectien process in the Vector-In-
Commander Combat Simulation.

2. Parametric GVS Methodology

The Parametric Generalized Value System Methodology

developed in Section IV has been shown to be capable of
explicitly modeling artillery munitions decisioﬁs with all
the advantages of the Generalized Value System's future
state decision making capabilities. Further, this
methodology demonstrates that the Generalized Value System
method can be applied to a higher resolution of decision

modeling than previously attempted.
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3. VIC and GVS Decision Methodology Theory
Appendix A is 2 stand alone document which
identifies, explains, and compares the theoretical
"un¢ rpinnings" of the Vector-In-Commander (VIC) decision
methodology and the Generalized Value System (GVS) decision
methodology.
4. Decision Table Versus GVS
The Parametric GVS Method has two major advantages
over the Special Munition Decision Table. One advantage is
that the Parametric GVS Method is grounded in data. As
mentioned earlier, Crawford [Ref. 6] has already gathered
and analyzed data concerning power as a function of
personrel, ammunition, vehicles, and POL. 1In contrast, the
Special Munition Decision Table must rely on tactical
decision rules. Another, perhaps equally important,
advantage is the way GVS nakes decisions. by predicting the
futufe. In this way, GVS is attempting to model the real

world-~-the always predicting human brain.

B. RECOMMENDATIONS

| As just mentioned., the weakness of the Specisl Munition
Decision Table lies in the tactical decision rules used in
the table's develop.ent. Acceptance of these rules requires
validation on two levels, First, the rules should bo
reviewed by the U.S. Army Ar.illery School for their

docirinal content. Second, a VIC analyst/programer should
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review and test the rules for their ability to interact with
the VIC model and for the results they produce when used in
the model.

The Parametric GVS Method has a similar weakness. The
data concerning a munition category's effects on the GVS
parameters is analogous to the Special Munition Decision
Table's tactical decision rules. The challenge here is to
extract the parameter changes from data already available
and/or get the data by conducting simulations; computer

simulations if possible, war game simulations if necessary.
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APPENDIX A

VIC AND GVS DECISION METHODOLOGY THEORY

This appendix is a stand alone document whose purpose is
to identify, explain, and contrast the theoretical
"underpinnings" of the Vector-In-Commander (VYC) decision
methodology and the Generalized Value System (GVS) decision
methodology. This effort was deemed particularly necessary
since none of the VIC references nor any of the GVS
references undertook this task. Four areas of theory will
be considered: Game Theory, Multiattribute Decision Theory,
Forcasting Theory, and Utility Theory. To maintain the
stand alone nature of this appendix, a review of the basic
elements of eaci: theory is presented followed by the
explicit identification of their applization to VIC and GVS.
The background section is included from the main body of the

thesis for the sime reason.

A. BACKGROUND
1. VIC Background
VIC uses a decigion table structure for naking
decisions internally as a sconario proceeds. This structure
is a set of conditions and a sat of sctions buili into a

complex structurs of “if...thea...“ statements in the form
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of a table. For example, consider VIC Decision Table D1
[REF. 5] presented in Figure A-1.

A Red regiment on the forward line of troops with an
inactive status will cause Table D1 to be accessed. The
table conditions are then examined columnwise until a column
is found that matches the current situation. The actions in

that column are then executed and the table is exited.

Dl RED FLOT RGT INACTIVE 3 2 4

Cl9 Yy Y //**IS THIS A 1ST ECH UNIT?

Cd6 Yy - //%**HAS SYNCH TIME AT LAST LOC BEEN MET?
€651 .0 - //**HAVE WE SIMULATED >... DAYS?

Ald X - //**ATTACK

Al005 X - //**ACCESS DECISION TABLE 5

Figure A-l. VIC Decision Table D1 [REP. 8]

Specifically above, if the entity is a first echelon
unit and the entity meets the synchronization time at its
last location and the model has simulated greater than Q.90
days, then the regiment's status will be changed to attack
(i.e., ordered to attack) and Decision Table bs RED FLOT RGT
ATTACK will be accessed.

An exception to the ususl column-match and exit
routine is when action A999 CONTINUE SCAN is one of the
actions in the matched column. In that case, the columnwise
search will continue with possibly more actiocns executed if
another match is made. If no column is matched, .Lhe table

is exited with no new actions initiated.
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Tae version of VIC used for this thesis had 92
decision tables constructed from 238 conditions and 143
actions. Unfortunately for anyone attempting to “read"
tliese tables, the comment lines included in the above
example are not present in the standard table listing, but
were in separate condition and action listings. This gives
the task of learning to read VIC decision tables a very long
and tedious learning curva.

2. GVS Background

a. General

The GVS methodology basically consists of a way
of calculating the combined “value™ of all the entities in a
sector for each side. This value is a function of the
availability of different type entities in the sector, those
entity's capabilities, their assigned missions, and their
proximity in time t¢ performing those assigned missions.

The sector situation is represented by a pair of "value
curves'"--a Blue value-vs-time curve and a Red value-vs-time
curve.

The value curves described above extend from the
current time out to the end of the commander's “decision
horizon", defined in hours according to the level of
command. Within this thesis, a combat sector is defined as
"infeasible" if the commander's value curve falls below the

enemy's value curve any time during the decision horizen.
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The commander's goal is to always be feasible. Once
infeasible, the commander must compare the courses of action
available to him and decide which to implement.

In the optimal GVS decision method, the
commander would calculate a revised pair of value curves for
each available course of action. Then, using one or more
measures of effectiveness, one course of action is selected
for implementation. I1f no available course of action meets
tr_. selected measure(s) of effectiveness, a request for
additional resources is made to the next level of command
and the process continues at that level.

Because calculating a pair of value curves for
every available course of action is usually computationally
prohibitive, a sub-optimal decision method is to compﬁte a
pair of valﬁe curves for N courses of action and select the
“best" by applying the selected measure(s) of effectiveness.

This appendix uses the same two messures of
effectiveness used within the main body of the thesis. The
first measure of effectiveness is feasibility restoration.
That is, if by varying the time of execution, & course of
action cannot restore feasibility, that course of action is
eliminated. The second measure of effectiveness is the
difference between the two velue curves at the end of the

decision horizon. The course of action with the greatest
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difference in value at the end of the decision horizon is
the optimum or best course of action.

This appendix, also like the thesis main body,
assumes that the value of an entity is equal to its power.
Under this assumption, the word "power" is substituted for
the word “"value" in the above general description. This
same assumption is made for the rest of this appendix.

b. GVS Equations

The following equations are those proposed hy
Kilmer (Ref. 1) as a first order approximation for the
Situational Inherent Power (SIP) and were used in the main
body of this thesis. The equations are presented only so
their form can be analyzed for theoretical content; their
derivations und rationale can be found in the thesis main
body or in Kilmer's thesis [Ref. 1]. The equation numbers
are those used in the thesis main body. Equation IV-3 is
redundan* to Equation IV-8 and is not included. The

equations are followed by definitions of the variable names.

ABIP(t) = £(BIP,S5(t))
(egqn 1IV-1)

PABIP(Cklﬁp) = ABIP(tp) x exp[—LB‘(tA~tP)]
(egqn IV-2 at t = t,}

LAA = ~1n[1~PAA]
(eqn IV-4 with L = Ly, and P = Pp,)
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LBA = -ln[l-PBA}

{egqn IV-4 with L LBA and P = PBA)

Ppa = ~ Ppasu + Ppasr ~ Ppanpa ~ Pearpa * Peapr
(eqn IV-5)
Paa = - Paasu * Paasr ~ Paanpa ~— Paarpa * Faarr
{eqn IV-6)
SIP(titp) = PABIP(tpltp) x expl-D(tp-t)] 0 <= t <= t,
(eqn 1IV~7)
SIP(titp) = PABIP(tpltp) x expl-Lyp(t-tp)] t >= ty
{eqn IV-38)
-1n 0.05
D= memm————
ta - %o
{eqn iV-B)
= time (Hr)

to = time of Entry into Enemy Area of Interest (Hr)

tp = time of Prediction oxr Present Time (Hr)

tp = time of Arrival [at mission start. 1ocationi {(Hr)
(Hr = Hours) : :

ABIP = Adjusted Basic Inherent Power (S?U)

RIP = Basic Inherent Power (SPU) :

PABIP = Predicted ABIP (SPU)

SIP = Situational Inherent Power (SPU)
(5PU = Standard Power Units)

§ = State of Entity (Multiattribute Vector)
Lgp = Loss Rate Decay Constant Before Arrival {1/Hr)

Lpa = Loss Rata Decay Constant L:ter Arrlval (1/3:)
D = Discount cOnstant (1/Hr)
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Ppp = Percent Change/Hour Before Arrival
= Percent Change/Hour After Arrival

Before Arrival Supplies Usage

Ppasr Before Arrival Supplies Replenishment

Pganpp = Before Arrival Noncombat Personnel Attrition
Pgarpp = Before Arrival Indirect Fire Personnel Attrition

)
()
P
t
c

non

PRAPR = Before Arrival Personnel Replenishment
Paasy = After Arrival Supplies Usage
Paasr = After Arrival Supplies Replenishment

Paacpa = After Arrival Combat Personnel Attrition
Paarpp = After Arrival Indirect Fire Personnel Attrition
"‘Paapr = After Arrival Personnel Replenishment

%All “P" variables have units of Fraction/Hr)

D = Discount Constant (1/Hr)

7 Within the above equations, the GVS "parameters"”
identified in the thesis main body are the entity attributes
to; £P' ta, ABIP, Pgp, and Pp,. That is, given data for
these entity attributes, the entity's "SIP curve" can be
calculated. Figure A-2 is an example set of SIP curves

calculated and presented in the main body of this thesis.

B. GAME THEORY
1. Essential Blements of Game Theory

The foll) wing game theory definitions and
descriptions are abridged from a more detailed treatment
found in Decision Analysis by Gregory {Ref. 7].

a. General

The classic scenario of a simple game is the

situation in which there are two “pl;yars“ {Player I and
Player II), one of which can be “"Nature® itself. Player I

has a set of available alternatives (ay) from which one
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Y1 and X1 SIP Curves——General Cose Example
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rigure A-2. SIP Curves--General Case Bxample
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alternative must be chosen. Player II, likewise, has his
own set of available alternatives (bj). For each pairing of
a Player I alternative and a Player II alternative, there is
a payoff (rij) associated. All alternatives and their
respective payoffs are known to both players. TABLE A-1
illustrates the standard "payoff matrix" for the simple case

of each player having two alternatives.

TABLE A~-1. SIMPLE TWO-PERSON GAME

Player II Alternatives:

by by
Player I aj rqq ris
Alternatives: 1
az ¥i12 r22

There are two versions of this type of two person
game: the Two-Person Zero-Sum Game and the Two-Person Non-
Zero-Sum Game. The versions differ primarily on alternative
costs and on the type of prize being competed over. These
primary differences lead to secondary differences on the
number of payoff matrices required, how the payoff values
are defined, and on the extent that cooperation is a
possible strategy. These differences will be discussed and
identified as each version is presented. In addition, a
special case of the Two-Person Non-Zero-Sum Game, the Person

vs Nature Game, is presented.
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b. The Two-Person Zero-Sum Game
For the zero-sum version, there is an implicit

assumption that all alternatives for both players have a
zero cost. Also implied is that the players are competing
to completely divide some finite prize (i.e., one player's
loss is always the other player's gain). Because of the
prize's finite nature, only one payoff matrix is needed.
Each entry of this payoff matrix is the prize amount to be
gained by Player I, the balance going to Player II. Because
the prize is completely divided, there is never any rational
reason for the players to cooperate. TABLE A~-2 illustrates
a zero-sum version in which the total prize is 12 units.

TABLE A-2. SIMPLE TWO-PBRSON ZERO-SUM GAME

[Ref. 7:p. 57]

Player II Alternatives:

by by
Player 1 a) 6 4
Alternatives:
32 8 6

There are two strategies applicable to a two-
person game, “pure strategy"” and “"mixed strategy”. The pure
strategy is actually a special case of the mixedratrateqy.

The pure strategy is quickly illustrated by
again looking at TABLE A-2. From Player I's point of view,
alternative a, “"dominates® a;. %o dominate means that a,

gives a higher payoff than a; for all of Player Il's
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alternatives. Likewise, from Player II's point of view, by
dominates bz. This leads to Player I always using a and
Player II always using bj, hence this pure strategy leads to
a "saddle point" et (ap;, b;) and results in 8 units going to
Player I and 4 units going to Player II. Any player who
departs from the saddle point will be worse off.

By contrast, there exist situations in which
there are no dominant alternatives. These situations
require a mixed strategy. Such a situation is presented in
TABLE A-3.

TABLE A-3. TWO-PERSON ZERO-SUM MIXED STRATEGY SITUATION
[Ref. 7:p. 58]

Player II Alternatives:

by by
Player I ay 12 4
Alternatives:
ay 8 12

A mixed strategy is applied by Player I deciding
to use ajy with probability p and ap with probability 1-p.
Similarly, Player II decides to use by with probability q
and b, with probability 1-q. These probability
distributions over each player's actions produces the joint
probability distribution described in TABLE A-4.
' As a function of p and ¢, the joint probability

distribution produces the expected payoff surface. This
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TABLE A-4. MIXED STRATEGY JOINT DISTRIBUTION
{Ref. 7:p. 611

Player I Alternative al al a2 a2
Player II Alternative bl b2 bl b2
Probability Pq p(l-q) (1-p)q (1-p)(1-q)
Payoff 12 4 8 12

three dimensional surface can be shown (graphically or using
calculus) to have a saddle point at (p=1/3, q=2/3). As with
the pure strategy saddle point, the expected payoff will
decrease for any player who departs from the saddle point.

In general, any two-person game can be solved by
determining a probability distribution on the alternatives
based on expected payoffs. The uniqueness of this method is
that it does not help one player to know the other is using
this method. Further, any player who does not use this
method is placing himself at a disadvantage if his opponent
is.

¢. The Two-Person Non-Zero-Sum Gane

The non-zero-sum version differs from the zero-
sum game in that there is an implicit assumption that each
alternative has a vost associated with it. These costs are
reflected by a reduction in the relevant payoffs. The non-
zero-sum version further differs in that the players are
competing for a prize whose characteristics prohibit it from
being divided between the two (i.e., one player's loss is

NOT necessarily the cther player's gain).
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Because one player's loss is not the other
player's gain, one matrix cannot describe both player's
payoffs. Each player must have his own payoff matrix, the
entries of which are the prize amount to be gained by that
player. Also because of the prize's nature and because
alternative costs may be significant, there are situations
in which cooperation could be advantageous for both players.
TABLEs A-5 and A-6 illustrate such a situation.

TABLE A-5. TWO-PERSON NON-ZERO-SUM GAME
PLAYER 1 PAYOFF MATRIX

Player II Alternatives:

by by
Player I ay 4 ¥
Alternatives:

TABLE A-6. TWO-PERSON NON-ZBRO-SUM GAMB
PLAYER II PAYOPF MATRIX

Player I Alternatives:

33 az
Player II b1 8 11
Alternatives:
bqy 8 9

The pure and mixed strategies discussed for the
zZero-sum game are also applicable to the non-zero-sun gane,
except for the cooperation possibility. If can be seen
above that a;, dominates a, and by dominates b;. Thus, the

saddle point is at (ay, by} and results in 4 units going to
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Player I and 8 units going to Player II. However, if the
two players had cooperated by agreeing to choose ap and by,
Player I would have received 5 units and Player II would
have received 9 units.
d. The Person vs Nature Game

As stated previously, this game is a special
case of the two-person non-zero-sum game. Nature's quality
of "indifference" implies two simplifications. First,
Nature is assumed to move randomly among “"states" rather
than choosing alternatives. This introduces the concept of
decision making under conditions of uncertainty. Second,
Nature's payoff matrix is assumed to be a matrix of all
zeros. These simplifications also change the strategy for
this type of game. First, Nature's state probability
distribution must be estimated. Second, the person chooses
the alternative with the greatest expected payoff.

This is demonstrated using the data in TABLE A-
7. The expected payoffs are: for ay, 0.4(4) + 0.6(11) =
8.2; and for aj, 0.4(5) + 0.6(9) = 7.4. Thus, ip this
example, the person should always chose a,.

This completes the Game Theory review. There
are many texts, including Gregory [Ref 6] and Moskowitz
(Ref. 7) used for this appendix, available on the subject

should the reader require a more complete treatment of the
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TABLE A-7. PERSON Vi NATURE GAME

Nature's States:

S1 52
State Probability: 0.4 0.6
Person's a; 4 i1
Alternatives:
32 5 9

subject. With this review, it is now possible to discuss
Game Theory content in VIC ang GVS.
2. Game Theory in VIC

As presented, Game Théary included four elements~-
players, alternatives, payoffs, a&nd strategy. The presence
and form of each within VIC is as follows:

Players--the obvious choice for VIC's playars are
the implied Blue Force and Red Force cémmanders. 0f course,
implicitly this includes all the constraints of each side’s A
National Command Authority and Policies. |

Alternatives--the sets of Blue and Red alternatives
are not quite so obvious. These séts 2re not obvious |
because they are infinite. While, at any given time, it is
true that both commanders have a finite nu&bsr~cf uﬁiis |
available to them, these units can be sent 2uyvhere, unow or
at anytime in the future, to do anythia&._ ?hué,‘ycsition.
time, and mission possibilities cause ths aliernative sets
to be infinite. VIC models these infinite alternative zets

using 143 actions. Before judging the sdeguacy of this
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number too harshly, recall that acticns can be implemented
in combinatibns.

Payoffs~~VIC has no explicit pavoffs. When the
conditions are matched in & decision table column, the
actions in that column-are executed. No comparisons are
made, so there is no use for payoff values. VIC's decision
strategy, discussed next, explains this lack and its
implications.

Strategy--in this area, VIC makes some significant
simplifying assumptions. A complete player vs player payoff
matrix for VIC would have an infinite set of alternatives
for each playsr. VIC simplifies this by converting the
player vs player game (i.e.. Blue vs Red), into a plaver vs
Nature game. This removes the enemy alternatives from the
game and introduces Nature's states.

Nature, in this case, is the battleficld situation,
including both Blue and Red forces. Unfortunately, the
state set is still infinite and a probability distribution
is now needed for Nature's states. VIC neatly sidesteps
both these problems. The state set is limited to the
current battlefield situation as definable by combinations
of the 238 conditions used in VIC. Thuas, this current
situation or “"real time” decision making limits the state
space to exactly one state. This is equivalent to assuming

away the uncertainty of pature.
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Once the current situation is matched in a VIC
decision table, the actions in that column are executed.
This implies that some payoff measure was used to determine
which actions are best for the matched situation. Within
the VIC documentation, two allusions to "tactical decision
rules®” [Ref. 4:pp. 3,5] were the only references found which
might be related to such a payoff measure. Unfortunately,
no definition or listing of these "tactical decision rules"
was found during the course of this thesis. It is hicghly
probable that these rules are the model builders' attempt to
translate doctrine into the VIC model.

3. Game Theory in GVS

The presence and form of the four elements of Game
Theory within GVS are as follows:

Players—--basically no different than VIC; these are
the Biue and Red commanders. A possible significant
advantage for GVS is its explicit representation of decision
making at various levels of command and the interactions
between those levels.

Alternatives--the inrinite nature of ﬁhe alternative
sets is the same in GVS as it was in VIC: the way they are
handled is not. This is discussed in the strategy section.

Payoffs--GVS has two payoff wneasures, the measures
of effectiveness discussed in A.2.a. TFor the optimal

strategy of comparing all alternatives simultaneously, both
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measures of effectiveness are used. If more than one
alternative is feasible (i.e., first measure of
effectiveness), the alternative with the greatest difference
between the SIP curves (i.e., second measure of
effectiveness) is selected.

The sub-optimal decision strategy compares N
alternatives. Except for one case, this strategy also
requires both the feasibility measure of effectiveness and
the SIP curve difference measure of effectiveness. Only
simplest case of the sub-optimal strategy, when N=1l, does
not require the SIP curve difference neasure of
effectiveness, since the first feasible alternative is
implemented.

"Strategy-—Game Theory as illustrated so far has
dealt with only one measure of payoff. 1In a decision
situation, the desire to consider more than one measure of

”payoff forces ﬁhe-commander into the realm of Multia:tribute
Decision Theory. This aspect will be discussed in Section
C. 1Fox the purposes of Game Theory, the following
discﬁssiqn illustrates that the GVS decision, though
Multiattribute in nature, is still using expected values to
make the decision.

Both the feasibility measure of effectiveuess and
the SIP curve difference measure of effectiveness are

determined by cthe SIP curves presented in A.2.b, which are
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in turn determined by the entity's attributz data supplied
by the user. Presumably that data represents average
entities. Thus, the resulting measures of effectiveness are
the average (i.e., expected) measures of effectiveness and
the strategy being used is to select the maximum expected
measure of effectiveness alternative. The exception to this
is the simplest case of the sub-optimal strategy, when N=1
and one alternative is checked at a time until a feasibility
restoring alternative is found. 1Ir this case, the strategy

being used is "expected restoration of feasibility".

€. MULTIATTRIBUTE DECISION THEORY
1. General

The following definitions and descriptions are
abridged from a more detailed treatment found in Operation.
Research Techniques for Management by Moskowitz and Wright
[Ref. 8].

In general, during applications of simple Game
Theory, decisions are based on one pavoff. However, the
results of decisions cannot always be narrowed down to one
payoff. This was pointed out in the discussion on GVS Game
strategy. In actual practice, decision results can be
measured by many different, and often conflicting, payofts.
In Multiattribute Decision Theory these payoffs are called
attributes. In GVS discussions these have been called

"measures of effectiveness". Multiattribute decision making
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is the process of uvsing more than one measure of
effectiveness to make a decision.

A multiattribute decision situation is composed of
three elements. First, the situation must have an overall
purpose. Secondly, there must be more than one alternative
available, all of which can fulfill the overall purpose.
Finally, an alternative's ability to achieve this overall
purpose must be describable by more than one attribute.

Given a situation as described above, two
intermediate steps may be required before decision meodels
can be considered. First, it may be necessary to
"decompose" the attributes until they are a measurable and
"sufficiently rich and meaningful set of descriptors to
capture the essence of the problem" [Ref. 8:p. 222].
Secondly, it is necessary to get the attribute data for each
alternative. TABLE A-8 is a procurement example of the
necessary attribute data.

Given the above attribute data, decision making
becomes a matter of processing the data in one of many
multiattribute decision models.

2. Models

Two models are of interest in this appendix. Both

are noncompensatory multiattribute decision models.

Noncompensatory means that “"tradeoffs" between attributes
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TABLE A-8. WIDGET ATTRIBUTES

- 4 o o~ ————— — —— — ———— — o A —————— — ——_— ———— -

Alternatives:
Attributes: Widget A Widget B Widget C

- — - —— - b S — — —— ————— O T Y - — — . —— " L G ——

Cost (Millionms) 7 8 6
Schedule (Yrs) 2 1 3
Speed (MPH) 70 90 119
Vulnerability Average High Low

— T —— —— ——— . " — T — T P N ———— -, " -

are not permitted. All comparisons are performed on an
attribute-by-attribute basis. These two models are
described below:
a. Disjunctive Satisficing Model
A satisficing model is one which partitiens tﬁe
alternatives into acceptable or.unacceptable catéqories;
For a disjunctive satisficing model, a maximum value is
defined for each critical attribute. Any altergative‘whose
critical attributes meet or~éxdeed these critical attribute
maximums is deemed acceptable. - All others are eliminated.‘
b. Lexicographic Models |
A lexicographic model requires that the
attributes be given a priority of importance. The
alternatives are then sorted by the value of the.most
important alternative. If the top alternative is tied, then

a secondary sort on the second most important attribute is
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performed. This continues until the top alternative is not
tied. This is the alternative of choice.
2. Multiattribute Decision Theory in VIC

During the Game Theory discussion of VIC, it was
pointed out that there is no explicit representation of
payoffs. This means there is also no explicit use of
multiattribute decision methods. However, if the "tactical
decision rules" mentioned in the VIC documentation [Ref.
4:pp. 3,5] are the model builders' attempt to translate
doctrine into the VIC model, these rules may be roughly
analogous to a disjunctive satisficing model. Doctrine
represents a minimum level to be attained in those attribute
areas deemed critical.

Decision tables implement this process as follows:
(1) attributes are deemed critical by their presence or
absence as decision table conditions; (2) answers/thresholds
in the columns of the decision table specify the minimum
acceptable levels of those critical attributes; and (3) the
decision table implements an action because it meets or
exceeds those minimum critical attribute levels.

For example, consider VIC Decision Table D1
presented previously in Figure‘A—l. The conditions imply
that the critical attributes are whether the unit is first
echelon, whether the synchronization time at the last

location was met, and whether more than zerc days have been
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simulated. The first column specifies yes, yes, and 0.0 as
the respective minimum acceptable levels. The presence of
the actions "attack" and "access Decision Table D5" in that
column means there exist tactical decision rules that say
"Given the above, attack!". Whether or not these tactical
decision rﬁles explicitly exist, the decision tables imply
their existence.
3. Multiattribute Decision Theory in GVS

GVS uses two multiattribute decision methods. If
the optimal decision strategy of comparing all alternatives
was possible, the multiattribute decision method would be
the combination of a lexicographic model and a disjunctive
satisficing model. The simplicity of this is not
immediately evident as all the equations and parameters are
considered.

However, the equations and parameters are not a part
of the decision process; they are the process by which the
different payoffs are determined. Once a set of sector SIP
curves are calculated for an alternative, the commander
first asks whether this alternative will make the sector
feasible. If more than one alternative is being evaluated
and more than one is feasible, then the commander decides
which one is better using the SIP curve difference measure
of effectiveness. The commander is using the sector SIP

curves to predict future situations. He does not make
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decisions from these predictions; rather, he generates
measures of effectiveness from them and then uses those to
make decisions. This future state prediction is discussed
later in Section D, Forecasting Theory.

The multiattribute decision process just described
is a lexicographic model. This is evident because two
measures of effectiveness are used: the feasibility measure
of effectiveness and the SIP curve difference measure of
effectiveness. The lexicographic model used specifies that
the alternatives be rank ordered first using the feasibility
payoff measure, then those alternatives still tied for first
place are rank ordered using the SIP curve difference
measure of effectiveness.

The rank ordering of the feasibility payoff measure
described in the lexicographic model is the application of a
disjunctive satisficing model. The critical attribute is
feasibility or infeasibility. The minimum acceptable level
of the payoff measure is feasibility.

In the sub-optimal decision strategy, in which N
alternatives are compared, the same combination of a
lexicographic model and a disjunctive satisficing model is
used, except for one case. That one case is N=1, in which
the first feasibility restoring alternative is implemented.

In the case where N=1, the model being used is the

truncated application of a disjunctive satisficing model.
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Since only one measure of effectiveness, feasibility, is
used, nc lexicographic model is required. The application
of the disjunctive satisficing model is the same as when
N>1, except that the process is truncated before all
alternatives are divided into acceptable and unacceptable
classes. This truncation occurs as soon as the first

feasible alternative is found.

D. FORCASTING THEORY

This section differs from the preceding sections because
VIC's current time decision does not use forecasting. On
the other hand, GVS's use of the terms "time of prediction”
and "Predicted ABIP", together with GVS's end product--a set
of SIP curves for the commanders decision horizon--certainly
do imply forecasting. This section discusses GVS's use of
Forcasting Theory.

The definitions and descriptions on forecasting
contained in this section are abridged from a more detailed
treatment found in Interactive Forecasting by Makridakis and
Wheelwright (Ref. 9]).

"The central theme of quantitative techniques of
forecasting is that the future can be predicted by
discovering the patterns of events in the past." [Ref. 9:p.
13] This statement identifies the two elements of Forecast
Theory: (1) data collected from the past; and (2) a method

to predict the future using that data. Before discussing
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either of these elements in detail, it is necessary to
understand "GVS's past and future" as it differs from GVS's
"forecasting past and future".

1. GVS's Forcasting Past and Future

Suppose there exists a version of VIC with GVS
decision methodology instead of decision tables. Further,
suppose that this version is in the "middle" of simulating a
conflict. From the simulated commander's point of view, he
has not been storing and analyzing his loss data up to the
present time and then using that data to forecast his power
in the next battle. Thus. this commander's point of view is
a GVS past and future, not a forecast past and future. A
larger viewpoint is necessary to see the forescast past and
future.

The forecast past and future are separated by the
point in time when data c¢ollection stops and predictions
begin. GVS's forecast past stopped and its future began as
soon as the above described model began execution. In
contrast, a GVS past and future was defined every time an
SIP curve was calculated during the course of the model.
With this understanding, the two elements of forecasting, as

applies to GVS, can be identified.
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2. Data Collection From GVS's Forcasting Past
a. An Ideal Situation

Consider the following ideal data collection
situation, in which the level of resolution is at an
absolute maximum. Everything on the battlefield is an
entity; be it man, "major-end-item" machine, or a spare
bolt. Also because this is an ideal situation, "loss data”
in the form of "entity type lost" and "time of loss" can be
collected. The number of remaining entities as a function
of time is the entity loss function.

In this ideal situation, GVS assigns each entity
type a specific power. Using the power values for each
entity type, the entity loss functions can be transformed
into entity "“power loss functions®, still functions of time.
Then, assuring that the sector power is the sum of the
individual entities’ power, summing the entities' power loss
functions yields a sector power loss function.

This sector power loss function is analogous (as
are each of the entity loss functions and the entity power
loss functions) to the survival function used in reliability
studies. The sector starts at a certain power level and the
sector power loss function is the amount of power remaining
at time, t, from the start of the battle to the end of the

battle.
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The next ideal step is to gather data from every
possible combat scenario. Then, the best sector power loss
model for making predictions in future battles is the one
which best fits the sector power loss functions from these
scenarios. The model chosen will then determine what
parameters need to be calculated from the data.

b. A More Realistic Situation

Obviously, gathering such a wealth of data over
every possible combat scenario is impossible. Two questions
then become operative. First, how muéh data is required to
achieve a reasonable approximation?i Secondly, where are
these data? The only way to answer the fifét question is
the scientific method--collect data, huild a ﬁodel. test the
model, and start over again if the model ie& not good enough.
The second guestion has three possibilities: (1 analysis
of historical data of real wars: (2} analysis of data £ =
raal wargames; or (3) analysis of data from simulations.

3. A Model for GVS's Forcasting Future
Equations 1V-7 and IV-8 presented in A.2.b represent
the GVS sector power loss model proposed in Kilmer's thesis
(Ref. 1} and used in the main body of this thesis. The
basic form of these equations imply an exponential decay of
power as a function of time. Por entities not yet in
position to begin their assi¢ned missions, the concept of

discounting power is added.
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As presented in the thesis main body., Equations
IV-7 and IV-8, together with their supporting equations also
presented in A.2.b, identify the following GVS parameters:
the entity attributes ty, tp, tp. ABIP, Pgar. and Pp,. That
is, given data for these entity attributes, the entity‘s SIP
curve can be calculated. The first three parameters are,
extcept for the entity attributes of location and movement
rate, scenarioc determined. The second three reguire
extensive data collection and analysis.

Equation IV-1 presented in A.2.b stated that
ABIP ié a function of BIP and 5. BIPs are subjectively

'assigned to entities in some consistent manner. They are
conceptually similar to "tank entity equivalents". The
vector of entity attributes, S, are thouse attributes which
the model monitors. The task of determining a function for
ABIP was addressed by Crawford [Ref. 6]. His model
determined ABIP as a function of the percent levels of on-
hand personnel, vehicles, ammunition, and POL. Crawiord's
use of a subjective survey of Army officers illustrates
that, like BIP, ABIP is also subjective in nature.

The determination of Pp, and P,, frua real world
data has not been addressed at this time. RBguations VI-$
and VI-6 prerented in A.2.b probably represent the minimum
level of complexity require<i. The ideal situation described

in D.2.a represents the unapproachable maximum level of
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complexity. Somewhere between the two lies a level of
complexity that will produce an acceptable approximation;
perhaps it can be based on personnel, vehicles, ammunition,
and POL as Crawford [Ref. 6] used for ABIP.
B. UTILITY THEORY
1. General

The following definitions and descriptions ave
abridged fror a more detsziled treatment found in Operation
Research Techniques for Management by Moskowitz and Wright
(Ref. §].

By

Clasgizal Utility ‘Theory is raquired when decisions
are msde undsr sonditiens of risk. A variation on classical
Urility Theory is uhen twd things are so qualitatively
different thal they cannot be compared directly (i.e., the
petter of two is not readily determinable). In both of
these situations, the decision maker is requiréd to make
subjective evaluations.

The usual exanple of the risk situation is a
lottery. The basic question is something like “How much
money would you be willing to pay to engage 1n'(o£ to avoid)
a lottery with a probability P of winning X dollars and a
probability 1-P of losing Y dollars?”. The quantity being

measured by such a question is the subjective amount of risk

the decision maker is willing to tolerate.
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By asking many such very carefully worded questions.
the decision makers "utility function®” can be deternmined.
Such a utility function c¢an be used to quantify the utility,
or usefulness, of the decision maker's alternatives as a
function of their affect on his total assets.

A good example of the comparison situation can be

_ found in combat modeling. The qQuestion posed to the

commander would be something like "Given a specific tactical

situation, how many infantry conmpanies would you be willing

1giveAﬁp‘fof one taﬁk companys?". The quantity being measure

- by such a question is the subjec;iVe‘usafulneas'ot an

infantry company as compatéd to a tank company.

| Again, by usking many such vary carefully worded
Qquestions, the “relative® utility of all entity types can be
found. The word “relative" is used because there is no
absolute scale; a ”ieferance entity" must be defined and all
other entities guantitatively compared to that entity. |
These quantitative cmmﬁarisons could then be mapped onto a
measurement scale. As with the situatiow with risk, suéb a
measurement scale quantifies the utility, or usefulness, of
the entity types to the commander as a function of his
current force mix of entities and the given situation. The
situation is included because entity usefulness can vary

greatly with the situation; for example, tainks are not very
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useful in swamps nor is straight leg infantry very useful in
the open desert.
2. Uytility Theory in VIC

As with the payoffs discussed earlier, VIC's use of
Utility Theory is implicit, if at all. It has be suggested
that VIC's decision tables are based on tactical decision
rules, which are in turn based on doctrine. Doctrine, by
its very nature, is the subjective expert opinion of how to
wage war. That subjective expert opinion will necessarily

be making comparisons of the type described in thé varlé;ion ‘
on Ufility Theory described above. |
3. Utility Theory ip GVS

GVS‘'s use of Utility Theory is the same as VIC's:
however, GVS's use is explicit. It was mentioned previsusly
that BIPs are subjectivsly assigned to entities ir some
consistent manner. This consistent manher is exactly as
described above in the variation onm Utility Theory. Such an
effort would probably make a good thesis topic.

Another area, similar to BIP, which also requires
subjective evaluation is the function for ABIP (Egquation IV-
1). As previously mentioned, Crawford (Ref. 6] used a
subjective survey of Army officers to eastablish ABIP as a
function of personnel, vehicles, ammunition, and POL. This
effort is another application of the variation on Utility

Theory described above. 1In this case the comparisons being
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made are between entities which differ only on the on-hand

levels of personnel, vehicles, ammunition, and POL.
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APPENDIX B

DECISION TABLE EXAMINATION RESULTS

A. NOTES ON FORMAT

--Relevant conditions are listed for each special
munition(s) considered by the decision table.

--NONE is used to list conditions where current tables
preclude special munitions.

--Each relevant condition's answer/threshcld value is in
parentheses after the condition.

--Conditions can be either explicit to the table or
implied by the table's resulting action(s).
B. RBSULTS
1. Table D1
No modifications necessary since this table's only
actions always include accessing Table D2 or Table D5, and
their modifications will suffice.
2. Table D2
4. Relevant Conditions:
NONE €74 (YY), C75 (3.), and C203 (5)?
NONE €409 (Y), €411 (Y), cdiz (Y), or C413 (Y)?
A55 C403 (Y) or C405 (Y)?
AS54 Cl1 (Y)?
b. Nodifications:
- Combine A54 & A55 to A700, “X"s in columns 2 thru 6.
3. Table D3

a. Relevant Conditions:

AS54 C1 (Y)?
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NONE C409 (YY), C411 (YY), C412 (YY), or C413 (Y)?
b. Modifications:
- Change A54 to A700, "X"s in columns 1 thru 3.
4. Table D4
a. Relevant Conditions:
NONE C74 (YY), C75 (3.), and C203 (5)?
NONE C409 (Y), C411 (Y), C412 (Y), or C413 (Y)?
AS57 C403 (Y), C404 (Y), or C405 (Y)?
b. Modifications:
- Change AB7 to A700, "X"s in columns 1 thru 7.
5. Table D5
a. Relevant Conditions:
NONE €11 (.3)7?
C493 (Y) or C405 (Y)?
Cao6 (Y)?
cd14 (V)7
b. Modifications:
~ Add A700, "X"s in columns 1 and 3.
6. Table D7
a. Relevant Conditions:
NONE €74 (Y), €75 (3.), and C203 {%)?
NONE c409 (Y), C411 (YY), €412 {Y), or C413 (Y)?
AS5 cl1 (¥)?
C403 (Y) or C405 (Y)?
c40d (Y)?
C410 (Y)?
b. Hodifications:
- Change A55 to A700, "X"s in co;umns 3 thru 8.
7. Table D7.5
a. Relevant Conditions:

AS5 €403 (Y) or C405 (V)?
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AB4 C414 (Y)?

b. Modifications:

- Change A54 and A35 to A700,
8. Table D9
a. Relevant Conditions:
NONE c406 (Y),
b. Modifications:
- Add A700,
9. Table D10
a. Relevant Conditions:

NONE

NONE c409 (Y¥), C411 (Y),

b. Modifications:
= Add A700,
19. Table D11

a. Relevant Conditions:
ASS5 Cl (Y) or C19 (Y)?
b. Modifications:
-~ Add A700,
11. Table Di2

a. Relevant Conditions:
A55 Cl ({Y) or C4e2 (Y)?
b. Modifications:

~ Change A55 to A7¢0.
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"X¥"s in columns 1 thru 3.

Cd410 (Y), or C414 (Y)?

“X*s in columns 1 thru 4.

Cl (Y), C403 (Y), or C4d5 (Y)?
€412 (Y), or C413

(Y)?

“X"s in columns 2 thru 4.

“X"s in columns 1 and 2.

“X"s in columns 1 thru 4.




12. Table D16
a. Relevant Conditiomns:
A58 C58 (15)?
b. Modificatioms:
- Change A58 to A700, with "X" in column 1.
13. Table D17
a. Relevant Conditioms:
A57 C19 (Y), C58 (15), and C613 (Y)?
b. Modifications:
- Change AS57 to A70Q, with “X" in column 1.
14. Table D21
a. Relevant Conditions:
A55 Cl (Y) or C402 (Y)?
b. Modifications:
- Change ASS to A700, "X"s in columns 1 thru {.
15. Table D31
a. Relevant Conditions:
A55 Cd402 (¥)*»
b. Mcdifications:
- Change A55 to A790, “"X“s in columns 1 thru 4.
16. Table D42
a. Relevant Conditions:
AS55 €403 (Y) or C405 (¥)?

AS54 ca14 (V)?
NONE C4093 (Y), €411 (Y), C412 (Y), or C413 (y¥)?
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b. Modificatioms:
- Change A54 and A55 to A790, "X"s in columns 1 thru
17. Table D43

a. Relevant Conditioms:

A54 Cl (Y)?
NONE C409 (Y), C411 (Y), C412 (YY), or C413 (Y)?

b. Modifications:
- Change A54 to A700, "X"s in columns 1 thru 5.
18. Table D44

a. Relevant Conditiomns:

AS57 Cde3 (Y), C404 (Y), or C405°?
NONE C409 (YY), C411 (Y), C412 (Y), or €413 (Y)?

b. Modifications:
- Change AS57 to A700, "X“s in columns 1 thru 5.
19. Table D45 | '
a. Relevant Conditions:
NONE Cl (YY), €403 (Y), €405 (Y), or C41d4 (V)?
b. Modifications:
= Add A700, “"X“"s in columns 2 and 3.
20. Table Dé¢6
a. Relevant Conditiona:

NONE = Cl1 (YY), C4@3 (YY), or C405 (Y)?
NONE C403 (Y). C411 (Y), C412 (Y), or Cd413 (Y)?

b. Nodifications:
- Add A700, “X"s in columns 2 and 3.
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21. Table D47
a. Relevant Conditioms:
A55 Cl (Y)?
b. Modifications:
- Change AS55 to A700, "X"s in columns 1 end 2.
22. Table D48
a. Relevant Conditions:
ASS Cl (Y) or C402 (YV)?
b. Modifications:
- Change A55 to A700, "X"s in columns 1 thru {.
23. Table D49
a. Relevant Conditions:
NONE C74 (Y), C75 {3.), and C203 (5)?
NONE €409 (Y), C4ll (Y}, C412 (Y), or C41ll (Y)?
AS5 Cl (YY), €403 (Y), C404 (YY), C405 (Y), or
€410 (V)7
b. Modifications:
- Change A55 to A700, "X"s in columns 2 thru 6.
24. Table D59
a. Relevant Conditions:
AS8 C58 (15)?
b. Modifications:
- Change A58 to A700, with "X" in column 2.
25. Table DS1

a. Relevant Conditions:

AS7 €58 (15)?
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b. Modificatioms:
- Change A57 to A700, with "X" in column 1.
26. Table D54
a. Relevant Conditions:
NONE cao06 (Y), C410 (Y), or C414 (Y)?
b. Modifications:
- Add A700, “"X"s in columns 1 thru d.
27. Table D102
a. Relevant Conditions:
NONE C602 (Y)?
NONE €409 (¥), C411 (YY), CdAl2 (Y}, or €413 (Y)?
AS56 C1 (Y) and C414 (Y)?
A54 C1 (Y)?
b. Hodifications:
- Combine AS54 & A56 to A700., “X"s in columns 1 thru 6.
28. Table D163 - | |
a. Relevant Conditions:
NONE C415 (Y)?
AS4 €1 (Y) and C414 (Y)?
NONE CR09 (YY), C4all (Y), €412 (¥}, or C413 (Y)?
b. Hodifications:
-~ Change A5%§ to A700, with “X" in coluan 2.
39. Table D104

a. Relevant Conditions:

NONE C403 (Y), C404 (Y), C405 (Y), C409 (Y),
C41l1 (Y), €412 (Y), or €413 (Y)?

b. Hodifications:

~ Add A700, “X"s in columns 1 thru 5,
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30. Table D105
a. Relevant Conditioas:
NONE C403 (Y), C405 (Y), C414 (Y)
b. Modifications:
- Add A700, "X"s in columns 1 and 3.
31. Table D106
a. Relevant Conditions:
AS54 Cl (Y) and C414 (Y)?
AS6 €l (Y) and C414 (V)7
NONE not Cl (YY) and C414¢ (Y¥)
NONE C409 (Y), €411 (Y), C412 (Y), or Cd13 (Y)?
b. Modifications:
- Combine AS54 & AS56 to A79Q0, "X"s in columns 1 thru 7.
32. Table D197 |

a. Relevant Coanditions:

NONE €409 (Y), C411 (Y), €412 (YY), or €41 (Y)?
NONE Cé03 (Y), C404 (Y), €405 (¥}, or C410 (Y)?

b. Modifications:
= Add A70C, “X"s in columns 1 thru 5.
33. Table D109

a. Relevant Conditions:
NONRE c1 (Y), €10 (1.5)

b. Nodifications:
- Add A700, “"X"s in columns 1 thru d.
34. Table Dile

a. Relevant Conditions:

NORE €37 (Y) and C415 (Y)
A54 €1 {Y) and C41¢ (Y)
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AS56 Cl (Y) and C414 (Y)
NONE C409 (Y), C411 (Y), C412 (Y), or C413 (Y)?

b. Modifications:
- Combine A54 & AS56 to A700, "X"s in columns 1 thru 9.
35. Table D117

a. Relevant Conditions:

AS57 No X in any column.
A55 Cl (Y) and C4@3 (Y) or C405 (Y)?

b. Modifications:

- Cormbine ASS% & AS57 to A700, “"X"s in columns 1 thru 8,

except 6 (Note: there are No "X"s in any row of column 6).
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APPENDIX C

SITUATION DEVELOPMENT

A. SITUATION 1

If either side has used chemicals and the other does not
yet have chemical release, chemical release is requested.
The action "REQUEST CHEMICAL RELEASE" can be an automatic
release or can be an algorithm that tests whether using
side's use of chemical has reached an established "chemicals
free threshold" (e.g. the number of chemical attacks in the
last 48 hours). 1If the threshold is reached, release should
be scheduled to occur according to a reasonable estimate of
the length of time it would take the request to go from the
requestor to the command level which makes that decision and
back to the requestor. An embellishment would be to have
command level establish a release window rather than just a
release. Another possible embellishment would be to modify
the special munition decision table to revoke the release
when one side's use of chemical falls below a sinmilarly
established "chemicals tight threshold". Note that the
decision table continues to be scanned regardless of a match

in this column.
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B. SITUATION 2
This situation allows only the leading unit to request

special munitions.

C. SITUAYIONS 3, 4, & 5

These three situations have the same theme, approaching
eneny reinforéements. The idea is to delay and degrade. To
this end, all three request FASCAM. In addition, if the
requesting unit is in MOPP 3 or 4, has chemical release, and
the target unit is in a lessor MOPP level, then a chemical
attack is requested. A further distinction is made to
employ a persistent agent if the requesting unit is on the
defensive (i.e., no forward movement). An embellishment
would be to uze persistent only if the requesting unit was
going to be on the defensive for a length of time greater
than the agent duration time. Note that the decision table
continues to be scanned regardless of a match in these

colunns.

D. SITUATION 6

This situation allows only standard munitions to
employed when the opposing forces are less than 300 meters
apart. The implication is thet there is no advantage to

using special munitions in such close combat situations.
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E. SITUATION 7 & 8

These situations have the requesting unit withdrawing
opposed within direct fire weapon range. Requests for self
screening smoke and self protecting FASCAM are made. 1In
addition, situation 8 requests a persistent chemical attack
1f the requestor is in MOPP 3 or 4, the target unit is not,

and the requestor has chemical release.

F. SITUATION 9 & 10

These situations have the requesting unit defending and
not withdrawing opposed, within direct fire weapon range.
Request for self protecting FASCAM is made. In addition,
situation 10 requests a persistent chemical attack if the
requestor is in MOPP 3 or ¢, the target unlt is not, and the
requestor has chemical release. Smoke is specifically not
requested because it would degrade the requesting unit's

ability to employ direct fire weapons.

G. SITUATION 11 & 12

These situations have the requesting unit in pursuit of
withdrawing target forces within direct fire venpoﬁn range.
Requests for enemy blocking FASCAM and self screening smoke
are made. In addition, situation 12 requests a non-
persistent chemical attack if the requestor ia in MOPP 3 or

4, the target unit is not, and the requestor has chemical
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release. Smoke is requested to reduce pursuing forces

vulnerability.

H. SITUATION 13 & 14

These situations have the requesting unit on the
offensive withiu direct fire weapons range. Request for
enemy screening smoke is made. In addition, situation 14
requests a non-persistent chemical attack if the requestor
is in MOPP 3 or 4, the target unit is not, and the requestor
has chemizal release. Smoke is requested to reduce the

requestor's vulnerability while moving forward.

T. SITUATION 15 & 16

These situations are identical to situations 7 & 8,
except the reguestor is bkeyond direct fire weapons range.
Reqrests are also identical, This makes thase two columns
redundunt;: they were included because this decision table is
a direct translatiovn of the flow chart in Figure 1I1-3 (see

Section Iil of cthe thesis main body).

J. SITUATION 17 & 18

These situaticns are identical to situations 9 & 10,
except the requestor is beyond direct fire weapons range.
Actions differ in that ar additional request ‘s made for |
uneﬁy screening smoke. The intent is to keeyp the target

unit ecreened from seeing the requestor (in his Jdefensive
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positions) until the target unit has moved into direct fire

weapons range.

K. SITUATION 19 & 20

These situations are identical to situations 11 & 12,
except the requestor is beyond direct fire weapons range.
Requests are also identical. This makes these twe columns
redundant; they were included because this decision table is
a direct translation of the flow chart in Figure III-3 (see

Sectio.. III of the thesis main body).

L. SITUATION 21 & 232

These situations are identical to situations 13 & 14,
except the requestor is beyond direct fire weapons range.
Requests are also identical. This makes these two columns
redundant; they were included because this decision table is
a direct translation of the flow chart in Figure III-3 (see

Section III of the thesis main body).
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